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The Optimal Architecture

ControlFlow: f ) s&m f
® N MultiCore CPUs ~ 1000 TLE ~ 1000
A ManyCores I ManyCores
1000N ManyCore GPUs . ? o 5 2 "
# ! = g
DataFlow: SystolicArray % ExecutionGraph
® An ASIC SystolicArray (Fixed) Accelerator % Accelerator
® An FPGA ExecutionGraph (Reconfigurable) : :: = g
> =
1000 T = o 1000
w Peripherals for External Accelerators (EnergyFlow): ManyCores %‘* Ca ManyCores
4
® Chemical \ J & \
® Molecular
® Opto
® Quantum

+ w Memory and I/0 (DiffusionFlow)



Optimal Distribution of Transistor Budget

* Ceiling-Dependent:
« VLSI: 100BTr
« WSI: 1TTr

* Application-Dependent:
« SW DataFlow
« ML ControlFlow

 Strategy-Dependent:
* CF-Oriented
« DF-Oriented

* Memory-Dependent!



Pioneering Efforts (Before BIREN and CEREBRAS)

Alibaba XT910 China Hangzhou 1/2/4 per cluster 2.0—-2.5GHz 2020

RISC-V Micro Magic RISC-V Core [39] us San Francisco 1 N/A 4.25-5.19 2020
GHz

_FU740 RISC-V SoC [25] us San Francisco 4 1 1.4—-1.5GHz 2020
: AMD Ryzen™ 5 3400G with Radeon™ RX us SantaClara 4 11 3.7—-4.2 GHz 2019
Vega 11 Graphics [24]

Tegra Xavier [28] us SantaClara 8 512 CUDA N/A 2019

Esperanto Technologies N/A us Mountain 16 ET-Maxion cores 4096 2+GHz 2018
View ET-Minion cores + ET-
Graphics [26,27]

Intel Sandy Bridge [23] us Santa Clara  1-4 (4-6 Extreme, 2-8 6 1.60-3.60 2011
Xeon) GHz

Moscow Center of SPARC Elbrus-2S+ Russia Moscow 2 Elbrus 2000 cores 4 DSP Elcore-09 cores 300 - 800 MHz2011
echnologies (MCST) (1891BM71) [29]



Past Experiences:
MultiCore

* Split Cache

« Milutinovic, V. (1996).
The Split Temporal/Spatial Cache:
Initial Performance Analysis.

SClzzL-5, March 1996, 63-69.




SURVIVING THE DESIGN OF A

200 MHz RISC

Past Experiences: MICROPROCESSOR
ManyCore LESSONS LEARNED

* GaAs Microprocessor
* Milutinovic, V., Fura, D., & Helbig, W.

(1986).
An Introduction To GaAs Microprocessor

Architecture for VLSI.
Computer, (3), 30-42.

Velfko Milutinovic
Favewand by Michae! Fiyny




Past Experiences:
SystolicArrays

« GaAs Systolics

« Fortes, J. A., Milutinovic, V.,
(1986, January).
A High-Level Systolic Architecture for
GaAs.
In Proc. 19th Ann. Hawalii Int'l Conf.
System Sciences (pp. 253-258).

COMPUTER
ARCHITECTURE

Concepts and Systems

Edited by

Veljko M. Milutinovic



Past Experiences:
ExecutionFlow

* DataFlow
* Milutinovi¢, V., Salom, J., Trifunovi¢, N., &
Giorgi, R. (2015).
Guide to DataFlow Supercomputing.
Cham: Springer Nature.

Veljko Milutinovi¢
Jakob Salom

Nemanja Trifunovic
Roberto Giorgi

Guide to DataFIow
Supercomputing

@ Springer
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1000 = Do 1000
ManyCores = i E ManyCores
A R = = W, L
™ = 4
SystolicArray 5. ExecutionGraph
Accelerator 2, Accelerator
iy E L
' 7 % 7
5 =
1000 =i 1000
ManyCores = O 2 ManyCores
i % = L




Al = Artificial Inteligence

A= Conditional Algorithms Big Data & Iterative Alghoritms
DR = Data Reduction

SC = Semi Conductors
SA = Simplified Algorithms

UA = Unorthodox Approaches
CF = Control Flow
DF = Data Flow
Making the
computing more:

Making the
problems less
demanding powerfull
1 Shorter iterations 4
Less iterations
. Less iterations ' Shorter iterations mm':ia . [less data
- [eliminating some [accelerating all technol
iterations] iterations]
January 31, 2020

movements via

paradigm shifts]

The Ultimate DataFlow for Ultimate SuperComputers-on-a-Chips ° ° °

Veljko Milutinovic, Erfan Sadeqi Azer, Kristy Yoshimoto, Indiana University, Bloomington, Indiana, USA

Gerhard Klimeck, Purdue University, IN, USA

e . . . . .. . . . . . king the p less d di king the ing more p
Miljan Djordjevic, Milos Kotlar, Miroslav Bojovic, Bozidar Miladinovic, Nenad Korolija,

DM = Data Mining Si = Silicon
H H H SW = Semantic Web GaAs = Gallium Arsenide
and Stevan Stankovic, Universty of Belgrade, Serbia A e iion e o e o il
FT = Fast Transforms BG = Biology/Genomics
b .' eye . B . . . LR = Low Level Reductions MultiC = Multi Cores
Iy Nenad Filipovi¢, Zoran Babovic, Universty of Kragujevac, Serbia HR = High Level Reductions ManyC = Many Cores
N DQ = Data Quantizations ( eg. binary arithmetic )
B SO = simplified Operations ( eg. no MLTP )
){ Miroslav Kosanic, MIT, Cambridge, MA, USA
B
:

ASIC = Aplication Specific Integrated Circuits ( eg. Google TPU )
FPGA = Field Programmable Gate Arrays ( eg. Maxeler DFE )

Akira Tsuda, Harvard University, Cambridge, Massachusetts, USA

Mateo Valero, BSC, Barcelona, Spain

Massimo De Santo, University of Salerno, Fisciano, Italy

Erich Neuhold, UNIWIE and TUWIEN, Vienna, Austria

lelena Skorucak, University of Zurich and ETH, Switzerland

Laura Dipietro, Highland Instruments, Cambridge, MA, USA
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Ivan Ratkovic, Esperanto Technologies, Belgrade, Serbia and San Francisco, California, USA

s e

This article starts from the assumption that near future 100BillionTransistor (100BT)
SuperComputers-on-a-Chip will include N big multi-core processors, 1000N small many-core

w processors, an ASIC TPU-like fixed-structure systolic array accelerator for the most frequently
used Machine Learning algorithms needed in bandwidth-bound applications and an FPGA
flexible-structure re-programmable accelerator for less frequently used Machine Learning

[
- |
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Methodologies and Applications Applications of

of Supercomputing Supercomputing




Table of Contents #1

An introduction to Controlflow and Dataflow Supercomputing

Introduction to Control Flow

Optimal Scheduling of Parallel Jobs With Unknown Service Requirements
Intelligent Management of Mobile Systems Through Computational Self-Awareness

Paradigms for Effective Parallelization of Inherently Sequential Graph Algorithms
on Multi-Core Architectures

Introduction to Dataflow Computing

Data Flow Implementation of Erosion and Dilation

Transforming the Method of Least Squares to the Dataflow Paradigm
Forest Fire Simulation: Efficient Realization Based on Cellular Automata
High Performance Computing for Understanding Natural Language

Deposition of Submicron Particles by Chaotic Mixing in the Pulmonary Acinus:
Aciner Chaotic Moxing



Table of Contents #2

Recommender Systems in Digital Libraries Using Artificial Intelligence and Machine Learning:
A Proposal to Create Automated Links Between Different Articles Dealing With Similar Topics

Unified Modeling for Emulating Electric Energy Systems: Toward Digital Twin That Might Work
A Backtracking Algorithmic Toolbox for Solving the Subgraph Isomorphism Problem

Al Storm ... From Logical Inference and Chatbots to Signal Weighting, Entropy Pooling...:
Future of Al in Marketing

Efficient End-to-End Asynchronous Time-Series Modeling
With Deep Learning to Predict Customer Attrition

Mind Genomics With Big Data for Digital Marketing on the Internet
Supercomputing in the Study and Stimulation of the Brain

An Experimental Healthcare System: Essence and Challenges

What Supercomputing Will Be Like in the Coming Years

The Ultimate Data Flow for Ultimate Super Computers-on-a-Chip




Reviews and Testimonials
of 8 Nobel Laureates



" want to commend Dr. Veljko Milutinovic
and Dr. Milos Kotlar for having completed
this volume in the timely field of
supercomputing in these difficult times, and
| want to share their optimism regarding its
use as a textbook around the world."

* — Prof. Kurt Wiithrich, Nobel Laureate,
Switzerland




"Our complex and fast-moving world meets big data
Issues that call for reliable, efficient analysis and
prompt response. A most advanced approach to
dealing with these issues is presented in this book
where algorithms of Control Flow represent the host
architecture of supercomputers and Data Flow
represents the acceleration architecture. A
comprehensive list of applications is illustrated in the
book including natural language processing, medical
research, customer-oriented studies, and many more.”

— Prof. Dan Shechtman, Nobel Laureate, Israel




« "Supercomputers have become a ubiquitous
iInstrument in many areas of science and technology.
Very hard to imagine modern physics, biology or
chemistry without the use of this versatile tool. The
breakthroughs in the development of supercomputers
expand the range of problems we can tackle.
Supercomputers, as well as specialised computers will
undoubtedly contribute significantly to the overall
landscape of discoveries in many different disciplines
in the future.”

 — Prof. Konstantin Novoselov, Nobel Laureate,
National University of Singapore, Singapore— Prof.
Kurt Wiithrich, Nobel Laureate, Switzerland




 "It's clear that computers can do anything,
as the pioneers already recognised, and it's
probably only a matter of time before they
can perform any of the kinds of tasks we
humans take for granted quicker than
blinking. | guess this book represents a
stage on this exciting and very important
journey."

« — Prof. Tim Hunt, Nobel Laureate, UK




« "Computers have become essential tools for the
pursuit of both experimental and theoretical
physics, as well as synthetic chemistry,
paleontology, the medical sciences, economics the
social sciences and so much more. Science, being
the most international of all endeavors, will be well
served by this important book, which honors the
golden anniversary of the creation of Montinegro’s
Academy of Science."

 — Prof. Sheldon Glashow, Nobel Laureate, Boston
University and Harvard University, USA




« "Humankind’s continuing quests to uncover,
understand, and utilize the secrets of nature
have been greatly enhanced and will be
further extended by the power of
supercomputers.”

 — Prof. Jerome | Friedman, Nobel Laureate,
USA




* "l wish to congratulate very warmly the
Montenegrin Academy of Arts and
Sciences on the occasion of its 50th
Anniversary and wish the CANU a highly

successful future. Science shapes the
Future of Mankind."

 — Prof. Jean-Marie Lehn, Nobel Laureate,
France




« "Aim high, stay grounded! These four crisp
words of wisdom accompany the best
wishes for the 50th anniversary of the
Montenegrin Academy of Sciences and
Arts.”

« — Prof. Stefan Hell, Nobel Laureate,
Germany




Ultimate
ataklow SuperComputing
for
BigData DeepAnalytics

V. Milutinovic,

Chip Hardware Type
One Manycore with Memory
4000 Manycores with Memory
One Multicore with Memory
4 Multicore with Memory [ abion ]

One Systolic Array <1 billion [19]

Systolic One Reprogrammable Ultimate Dataflow <69 billion [20]
Accelerator Interface to /O with external Memo <100 million
Interface to External Accelerators

TOTAL <100 billion
Table 1. Basically, current efforts include about 30 billion transistors on a chip, and this article advocates
that, for future 100 billion transistor chips, the most effective resources to include are those based on the
dataflow principle. For some important applications, such resources bring significant speedups, that
would fully justify the incorporation of additional 70 billion transistors. The speedups could be, in reality,
from about 10x to about 100x, and the explanations follow in the rest of this article.

<
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Compiler-generated execution graph
Compiler-generated data separation
Compiler-controlled approx computing

. Compiler-controlled system latency
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The Holy Trinity of Generalized Computing
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Architecture

Technology
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State of the Art in Technology Today

T

ge

The Data Movement Challenge

2015 2020

Double precision FLOP

100pj 10pj

HISIHNIVLY

*  Moving data off-chip will use 200X more energy than computing!

* Moving data in 1940s was using 1/60x ...

* Conclusion: We are getting close to the Feynman Asymptote!

Important: Power and speed could be traded!

7/60



The Maxeler Technology Vision: MultiScale

DataFlow
— Space

AThinking in space & L X

rather than in time C“ g . il
ADifficult change in mindset %LL "

to overcome : B ;M'r ' {
Transformation of data % u| / \[; -

through flow over time 5 Y .
JdInstructions are parallelized |,

across the available space }f
Optimal Solution: Execution Graph [

30
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Programming the Two Paradigms

‘von Neumann:
. The Program Moves Data
Feynman:
- The Program Configures Hardware
What moves data?
External sources till input.
Voltage difference through aSoG!

Voltage difference moves the important stuff!




The Maxeler Generic Architecture Application

CPU.....

.
l...
'0
-
-
.0
P
-t

Host application
L= PP

MaxCompilerRT

MaxelerOS

Memory
T Kernels + Tests

/\

PCIl Express

MAXEILER

PUTING

11/60

Important:

Manager
- Simulator builder
' Hardware builder

Supporting any CL and any OS!

2N+3




Why The Acceleration Approach?

Nobel Laureate Ilya Prigogine:
Injecting Energy to Decrease Entropy!

Corollary:
Burning energy to split spatial and temporal
decreases the entropy of computing
and enables the DataFlow compiler
to create a maximally effective execution graph.

Final goal:
The execution graph with the minimal length of edges.

34



MaxCompiler

App Kemel(s) App Mana@ ﬁ;; @
(.java) (.java) (.c)
User Input i k{‘ \ =

( Kemel Compiler] [ Manager Compiler J

&
A ‘ MaxelerOS MaxCompilerRT
/

. A HW SW
Hardware Build / \ ' | 1
. q| 2
. ;.jnm;::n [ Compiler, Linker }
* Map, Place, Route
* Resource Estimation \ /
= W Accel;Q

Output -
@m@ @ m;iicatnon
Reports Usage Reports @1&

———

MAXELER
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Nano Accelerators

Invisible on the DataFlow Concept Level
Invisible to DataFlow Programmers

Visible to the MaxCompiler

The MaxCompiler knows how to utilize them

Best protected by two aSoG (now FPGA) protection levels
and two Vendor (e.g., Maxeler) protection levels!

&7



Publications of Interest for NanoAcceleration

1. Flynn, M., Mencer, O., Milutinovic, V., Rakocevic, G., Stenstrom, P., Trobec, R., Valero, M.,
Moving from Petaflops (on Simple Benchmarks) to Petadata per Unit of Time and Power (On Sophisticated Benchmarks),

icati Inspired by:
CO m m u n I Cat I O n S Of th e AC IVI (nano-acceleration), May 2013. nSpIre y

Feynman

2. Trobec, R., Vasiljevic, R., Tomasevic, M., Milutinovic, V., Beiveide, M., Valero, M.,
Interconnection Networks for SuperComputing,

AC IVI CO m p u ti n g S u rveys (nano-acceleration) , 2017.

3. Milutinovic, V., Tomasevic, M., Markovic, B., Tremblay, M.,
The Split Temporal/Spatial Cache: Initial Performance Analysis,

Proceedings of the SCIzzL-5, swcux e vss worerzs 556, 2s Inspired by:
Prigogine

4. Milutinovic, V., Tomasevic, M., Markovic, B., Tremblay, M.,
The Split Temporal/Spatial Cache: Initial Complexity Analysis,

Proceedings of the SCIzzL-5 smacus o, oss seemser 96

5. Milutinovic, V.,
A Comparison of Suboptimal Detection Algorithms Applied to the Additive Mix of Orthogonal Sinusoidal Signals,

|[EEE Transactions on CommunNiCatiONS, v comss wo.s veyses, m sisses

Inspired by:
S — Kahneman

Mapping of Neural Networks on the Honeycomb Architectures,

Proceedings of the |EEE, ., seenseriss0.m 57515

7. Helbig, W., Milutinovic, V.,
The RCA's DCFL E/D MESFET GaAs 32-bit Experimental RISC Machine,

IEEE Transactions on COMPULErs, . s we.s oy ises.m. 27 o
Inspired by:
8. Jovanovic, Z., Milutinovic, V., H u nt

FPGA Accelerator for Floating-Point Matrix Multiplication,

IEE Computers & Digital TechNiqQUES wmweseirmion w1z 6 0, m 21556
The IET 2014 Premium Award for Computing & Digital Techniques

380
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MILUTINOVIC. PARIS
A COMPARISON of SUBOPTIMAL DETECTION ALG
3 N ALGORITHMS
If Dgys > 0 then
m SAS av
given by (9]

a binary 0 js detected; o)

oids multiplication. ot e a binary 1,

Error Probability for SAS is

‘Ilm =Q [EE]’
e aN, |

Here £ is defined by

(4)

2 T X
Ew (" s0)a

Jo

and O(«) is defined by

Qla) = —
V2x

refers 1o the two-sided powes
a sinusoidal waveform, the
by (9]

¥ spectral density of the noise, For
signal shape coefficient a is given

a=—, )
8 (&)
Performance degradation of SAS compared to DMF is equal to
10 logy a, and is dependent on the signal shape [9)
The WPD detection is based on the detection parameter
Dy, given by [5]

M
Dy =Y sign (v) » |

(8)

If Dypp > 0 then a binary 0 is detected; otherwise a binary 1
The WPD also avoids multiplication. Error probability for
WPD is given by (9]

o (41-' In
oy =0 m;,) ;

Performance of WPD, J 1o DMF, is
equal to 1.96 dB, and is independent of the signal shape (9]
The BMF detection is based on the detection parameter

Dyyy given by [3]
M
Dy = Y, sign (u) * sign (s).
=t

Dy 0 is detected; otherwise a binary |
" 'll{be B'M; olvo:l:l. m’ymull(ipliculmn and analog-to-digital
conversion, Error probability for BMEF is given by (9]

9)

(10)

(11

-5 wer spectral density of
mmm&umpow [9). Performance
10 the DMF is equal to 1.96

o
D™ Eu,v.ﬁ

i=t

MOK#W:MM..,M 1.

Error probability for b is given by (2

lim P=0 (?"‘ i
lim w) - (13)
L. Abbrrive Mix of ORTHOG
In this section, we intre
1s of interest for the
U = 32 bits per signa
(two bits) per ¢
2n)in =1, .
by

TONAL SINUSOIDAL SiGNALS
Muce a concrete type of signal which
ysis. We consider a specific form with
frame of duration T, and v

Aarrier on the central frequency 7,

+ 16. The analytic form of the signal i given

5
2 sin [22/,(1-kT) + 6, )

s(n)

Nai
k+ T

(14)

refers to the phase of the signal on the central
during the signal frame with the index

1 refers to the channel number and k refers to one
aling interval, Phase @, ; is given by

(15)

As already indicated, this type of signal has been widely used
in data transmission over the HF radio [2], and a similar type
of signal can be used in other transmission media. In this type
of signal, the variance of sample values is relatively large
Signal detection is based on the set of in-phase [#,,] and
quadrature (€, ;] projections of the receiving signal, which s
distorted and corrupted by noise. These in-phase and quadra
ture components are given by

T3ty e Ty

By

Jirey

s(0) » cos 2uf,(( =kT)+ &, 4| dt (16)

ATt 4T

(. .\‘, (7

s(0) » sin [20/, (0= KT) + by 0| dt

n=1,1+,16
k=0,1,2,3,""
Here 1, is related o the beg
the case of digital realization based on J
the samples 5(¢), / = 0, 1,2 , 64 being AT
Hz) apart, we have
Jubt Jot
dup= 3, S() + cos QRufulyt nk-1)= 3 Pink
J=
Intd
D= 3 50)

J=l

ng of the signaling interval, In
64 samples, with
1/(7040

(18)

sin @ufalit dpi-0= % Hwx (19
jo

n=1, 16
k=0,1,2, "

difference betwee ¥
lm) :v'::chc local oscillator (@xi-1) 8

n the received sx;(lul
Finally, possured.The
carrier ($ai




INOVIC er g, O'A!-BAS

In the Case of DO log
A3 i ) ‘
5 tation of the pey, V‘?‘“ncg ‘
ﬂﬁ::l:memby both writing the nc\:r 1)
compu i i Value ..
wed t condiliun‘% sy
4 ' . Ong
tota) cxcculiun’}curn‘ ‘

. . Ng the
two operations wil| dclcrmine {

Toom+ T,
A/C(KA/<‘= 1 ;
» Ky Nopgg < N:')’mu)?

(No/repa + Ne/pr) » T

Tm R G> T.\m

TGOTO i TA/C(KA/(‘ =0; N()p[-,k =N (15)

OPER)}
(No/rera + NG/pr) * leSTin,

where No/raL is the number of gate delays for the ypit wh:
determines the value of the HL] relation, and pefr _Whu"h
{(Norer/1 + 1), Novewir, (Nopegs + D}. Symb;;'iikl.}'r:‘:mtl
S refer to INITIAL, FINAL, and STEpP expressions in the
primary control statement. By this we conclude the derivation
of execution-time formulas for assignments and control
nstructs.
coNow we concentrate on execution-time formulas for call
return and low-level /0. We assume the same number of
input and output ports of the multport data memory (Nist):
and certain number of input and output subroutine parameters

(Npaga; Neara # Num). Consequently,
0o peuen= Toa + Trerurn =2 |
Np,\k.«" } 1 )
* [TPM+ (max IS N | ”
* max {Tp, 2 * Tum+ Te}

)
+max [No/sr * T;), [sgn (Neara

* (2 * TMMJrTG)]}l

(16) "
i
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Moving from Petaflops to Petadata

May 5, 2013
VIEWPOINT: Moving from Petaflops to Petadata

M. FIynnI". 0. Mencer™*, V. Milutinovic™ G. RakocevicS, P. Stenstrom®, R Trobec®, M. Valero®

iaxeler Technologies, IStanford University, ¥ Imperial College London, TUniversity of Belgrade, SMathematical Insfitute of the Serbian Academy of
Sciences and Arts in Belgrade, 8 Chalmers University of Technology, PJozef Stefan Institute, “Barcelona Supercomputing Centre
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Article Talk

ACM Computing Surveys

From Wikipedia, the free encyclopedia

ACM Computing Surveys (CSUR) is a peer reviewed scientific journal published by the Association for Computing Machinery.
The journal publishes survey articles and tutorials related to computer science and computing. It was founded in 1869; the first

editor-in-chief was William 5. Dorn. "]

In 1S Journal Citation Reports, ACM Computing Surveys has the highest impact factor among all computer science journals 2

Read Edit

In a 2008 ranking of computer science journals, ACM Computing Surveys received the highest rank “A* %]

See also [edit]
« ACM Computing Reviews

References [edit]

1. 4 Dorn, William S_ (1969). "Editor's Preview_..". ACM Computing Surveys. 1 (1) 2-5_ doiz10.1145/356540 356542 6.

Wiew history

2.~ "Journal Citation Reports"&. IS/ Web of Knowledge. Retrieved 2009-10-03. “JCR Science Edition 2008°; subject categories

‘COMPUTER SCIENCE. ...°

3. 4 "Journal Rankings"&. CORE: The Computing Research and Education Association of Australasia. July 2008. Archived & from

the ariginal on 29 March 2010. Retrieved 2010-03-19..

External links [ edit]

« ACM Computing Surveys home paged.
« ACM Computing Surveyse in ACM Digital Library.

« ACM Computing Surveysd in DBLP.

IF (2007) = 15

Search

ACM Computing Surveys

Abbreviated title (IS0 4) ACM Comput Surnv

Discipline Computer science

Language English

Edited by Sartaj K Sahni
Publication details

Publisher ACM (United States)

Publication history 1969—present

Frequency Quarterly
Indexing
ISSN 0360-03006 (print)

57-T3416° (wehb)
Links

« Journal homepage g
+ Online access &
+ Onling archive &
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ce: Feynman Enabled by Prigogine

 TALU possible at zero power (Arithmetic+Logic)
e TCOMM not possible at zero power (MEM+MPS)

./
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Essence: Feynman

 TALU possible at zero power (Arithmetic+Logic)
e TCOMM not possible at zero power (MEM+MPS)

N /
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Essence: Feynman

 TALU possible at zero power (Arithmetic+Logic)
e TCOMM not possible at zero power (MEM+MPS)

./ :Ei
.
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Programming the Maxeler Technology
Generic Acceleration Architecture

Max], the Maxeler Java,

a DSL acting as a SuperSet of classical Java:
A. A vector of built-in domain-specific classes
B. Two sets of variables: SW + HW

Possible Future Mutations of OpenSPL:
MaxPython and/or MaxR
(lower Kolmogorov complexity)

MaxHaskel and/or MaxScala
(easier extension to approximate computing).
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- A 15-bit computational precision (rather than the 64-bit precision)
may decrease the forecast precision for only 2%,
and at the same time,

. may increase the grid precision 25 times,

and the forecast precision at grid intersections up to 10%
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ved Decision for Better Precision:

. Compiler optimizations create internal pipelines

__. that experienced DataFlow programmers know how to utilize




BigDataAnalytics

Existing Maxeler-based publications: Ultimate aSoG-based future:

[Speed , 200, , [Speedup]
g o Apphcatlons i e

Architecture

Technology

51



40U: Good for Cloud
Maxeler Dataflow Appliance

« Software Based Solution
« Dataflow Computing in the Datacentre

MPC MPC

Series Series

The CPU The Dataflow Appliance The Networking Appliance
Conventional CPU cores and Dense compute with 8 DFEs, Intel Xeon CPUs and 4 DFEs with
up to 6 DFEs with 288GB of RAM 768GB of RAM and dynamic direct links to up to twelve 40Gbit
allocation of DFEs to CPU servers Ethernet connections

with zero-copy RDMA access

1U: Good for Fog

AXERER

Technologies




The Major Application Successes

- Finances:
* Credit derivatives
* Risk assessment
« Stability of economical systems
» Evaluation of econo-political mechanisms

- GeoPhysics:

* Oill&Gas

» Weather forecast
e Astronomy

» Climate changes

- Science:
* Physics
* Chemistry

* Biology
e Genomics

* Engineering: Synergy of all the Above (ML, etc...)

I

Technologies



flechnology ignites our business. Be the spark.

Innovation in Investment Banking Technology
Field Programmable Gate Arrays

(FPGASs)

A Field Programmable Gate Array (FPGA) is a silicon chip
containing a matrix of configurable logic blocks (CLBs) that
are connected through programmable interconnects. By
combining optimized use of available silicon with fine-grained
parallelism, sustained acceleration improvements of over

300x can be achieved across a range of vanilla and complex
mathematical models. The current work is the first time that
FPGA technology has been employed at this scale to accelerate
computational performance anywhere in the finance industry.

Power and Versatility

« Can accelerate performance by between 100 and 1,000x across a range of
mathematical models, with the ability to perform a taskin less than a second

« Can be reprogrammed and precisely configured to compute exact algorithm(s)
at the desired level of numerical accuracy required by any given application,
unlike normal microprocessors whose design i fixed by the manufacturer

» Can be deeply pipelined to achieve maximum parallelism from arithmetic,
algorithms and data streaming

Key Business Challenges

+ Reduce the execution time of existing applications to meet business and
regulatory demands

+ Decrease cost of running existing applications and developing new ones

» Provide fast, cost-effective extra computational capacity to address
problems that are currently inextricable

+ Achieve a step-change improvement in price-performance and end-to-end
compute time across many applications

V' /e

Key Benefits (Business/Clients)

+ Competitive advantage to valuation, execution, risk management and
complex scenario analyses by speeding up existing applications

+ Lower cost of existing applications as hardware costs can be reduced bya
factor between 100 and 1,000

« Ability to perform previously difficult calculations, such as complex trading
strategies or risk evaluations of global portfolio simulations.

Technology Overview
Low clock speed chips
Maximal usage of avallable

sllicon fesources

Acceleration through use of

fine-grained paralielism
configurable hardware

Siticon configurable to fit algorithm

LOB/Function(s) Impacted
Hit & interest rates
nodities
ortgage modeling
Finance & accounting
cy trading

ment &VaR

"
retical systems
or ol and gas exploration
hydrodynamics

e for cryptography

’ Genotyping

flechnology ignites our business. Be the spark.

Functionality Overview
Double precision floating point-capable FPGAs became commercially
available in 2002, but it was the arrival of the Virtex 5 and 6 series chips
from market leader Xilinx that really provided the scale required for the
development of production-grade accelerated solutions. Using FPGAS in
high performance compute solutions provides distinct advantages over
comventional CPU clusters.

Operational Advantages

« Significantly increases performance for two main types of applications:
those based around highly complex mathematical models and those using
simpler algorithms that can be massively parallelzed

« Enables a dramatic increase in compute density per cubic meter by using
FPGAs as computational accelerators

+ Consumes around 1% of the power of a single CPU core

Performance Improvements

« Performance improvements in the range 200-300x faster than the existing
CPU cores used on the Compute BackBone (CBB) have been achieved in
credit and interest rates hybrids businesses

« In equities, direct market access can run risk and loan stock at wire speed

(3.5 micro secs) using a low-latency FPGA solution

« Benchmarked average throughput for J.P. Morgan’s existing 40-node
hybrid FPGA machine of 984 MFlops /watt/cubic meter

« Potential standing at the top of the Green-500 ecological global
supercomputer performance table

FPGAs at Work

= An algorithm & implemented as a special configuration of a
general purpose electric circuit

= Connections between prefabricated wires are programmable
= Function of calculating elements is itself programmable

+ FPGAS are two dimensional matrix-structures of configurable
logic blocks (CLBS) surrounded by input/output blocks that
enable communication with the rest of the environment

Avery simple sample:

f(x)=2x+x

JPMo

Development/Delivery

Timeline
« Initial porting of an algorithm canvary

from one to three months depending
on complexity.

+ Production capabilities then depend
on the scaie of the application and the
scope and intensity of the testing and
recondliation cyde

Partners
+ London-based Applied Analytics group:
includes three technology and business

specialists with extensive experience
in developing and delivering high

performance solutions across a range
of asset classes, models and lines

of business

« Maxeler Technologies: external
consultants trained in Imperial College,
Stanford and MIT research labs

A slightly more complex example:

e= (a+b)Nc+d)

Migrating algarithms from C#+ to FPGAS invalves
doing a Fourier Transform from time domain

Moving from a single
calculation to a fine
grained parallelism

execution to spatial domain execution in order to
maximize computational throughput. it's a paradigm
shift to stream computing that provides acceleration

of up to1,000x compared to an Intel CPU.

R
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® 00

/' () DSF Analytics - CME Grou: X

Ry

€« C' [ www.cmegroup.com/trading/interest-rates/dsf-analytics.html

57 |

1

Designed for educational use only using Maxeler Technologies' curve construction methodology. This tool uses delayed data and displayed results are indicative representations only.

Instrument

European Swaptions
American Options
European Options

Bermudan Swaptions

Vanilla Swaps
CDS

CDS Bootstrap

Please hover your mouse pointer over column titles and links for further information.

=
e CTPM4 100057
2y
g CFPM4 100115
dthis CNPM4 100225
i CBPM4 102270
i CTPU4 100'085
i CFPU4 100110
NEA CNPU4 101125
PAOE CBPU4 106'020

0.750%

2.000%

3.000%

3.750%

1.000%

2.250%

3.250%

4.000%

DSF Pricing

$19.97

$48.49

$90.16

$195.07

$19.93

$48.27

$89.55

$193.47

$179.69

$359.38

$703.12

$2,843.75

$265.62

$343.75

$1,390.62

$6,062.50

Quotes and analytics are updated every 15 minutes.

@ Analytics powered by Maxeler Technologies®

CPU 1U-Node Max 1U-Node

parison
42x

848,000
38,400,000
32,000,000

296
176,000
432,000

14,000

35,544,000
720,000,000
7,080,000,000
6,666
32,800,000
13,904,000
872,000

19x
221x
23x
186x
32x
62x

== ]| res | cowon | mwr | wv | m=gsors

0.6600%

1.9259%

2.9220%

3.6042%

0.8668%

2.1788%

3.0948%

3.6868%

Timestamp
4:00:03PMCT
4/4/2014

4:00:03PMCT
4/4/2014

4:00:03 PMCT
4/4/2014

4:00:03PMCT
4/4/2014

4:00:03PMCT
4/4/2014

4:00:03PMCT
4/4/2014

4:00:03 PMCT
4/4/2014

4:00:03PMCT
4/4/2014
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Juniper for Online Trading Ftanss

A B 7y
QFX5100-AA
0EE 8E BEEE 8aEE él
o | o | e O e | e e O | s | | =
T ==

Best Bids/Offers

|
0 Q%

Trader Market Data Screen

n n H QFX5100 QFX-PFA-4Q based rfn Maxeler N AS DAQ
- Dataflow Engines '
1] g v Network T
e Packet Forwarding Engine | g O g
B B i _}»___/,»g - . Time Source
o - = =
[ < | <]
24GB 72MB
H B 8 DDR3 QDRI Maxeler Network Capture

imnologies



Seismic Data Acquisition

Recording Vessel

Sea Surface

*
Seismic Source Seismic Detectors

ter Bottom

MAXELER Courtesy of Schlumberger



Seismic Imaging

* Running on MaxNode servers

- 8 parallel compute pipelines per chip
- 10x less power: 150MHz vs 1.5GHz

- 30x faster than microprocessors

An Implementation of the Acoustic Wave Equation on FPGAs
T. Nemeth', J. Stefani®, W. Liu®, R. Dimond?*, O. Pell*, R.Ergas® 59

"Chevron, *Maxeler, $Formerly Chevron, SEG 2008 E




Global Weather Simulation: Size is Relevant
A y

= Atmospheric equations

- Dee
Navier-Stokes &
-
Euler
.
25
Boussinesq
Shallow

= Equations: Shallow Water Equations (SWEsSs)
a0 N 19(AFY) N 19(AFY) NP
ot A 0x? A 0x? B

[L. Gan, H. Fu, W. Luk, C. Yang, W. Xue, X. Huang, Y. Zhang, and G. Yang, Accelerating solvers for
global atmospheric equations through mixed-precision data flow engine, FPL2013] Tsinghua 60

Imperial College
London



Weather Model — Performance Gain

Platform Performance Speedup
()
6-core CPU 4.66K 1
Tianhe-1A node 110.38K 23X
MaxWorkstation 468.1K 100x
MaxNode 1.54M
Meshsize: 1024 X 1024 X 6 14X

MaxNode speedup over Tianhe node: 14 times

Imperial College gg» = = & 61
London !JUAS

—TTERERER




Weather Model -- Power Efficiency

Platform Power Efficiency Speedup
()
6-core CPU 20.71 1
Tianhe-1A node 306.6
MaxWorkstation 2.52K 121.6X
MaxNode 3K
Meshsize: 1024 X 1024 X 6 9 X
MaxNodeis 9 times more power efficient
e JSCAS :

e AN ERER



Weather and Climate Models: Precision

Which one is better? =~

b4 + = et

31
k oo -

L S0~
Pod b

anmN = »
—d

5

Finer grid and higher precision are obviously preferred
but the computational requirements will increase = Power usage @ $$

What about using reduced precision? (15 bits instead of 64 double precision FP)

—— A E R ER
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Smith Waterman Demo - Maxeler Technologies

Maxeler Running Smith Waterman

Ouery
UniEefS0_F2T2I7 Histone-Tysine M-methy] transferase n=3 Tax=E (12302
Best scores Lengthl  SW
sp|01IDROS | SET1 _COCIM Histone-Tysine N-methyl transferase, H3 127120 4077
Sp | 0Z2UMHS | SET1 _ASPOR Histone-1y=sine M-methyl transterase, HI 12297 549
spl04WMHS | SET1_ASPFU Histone-1ysine N-methyl transferase, HI 124170 515
sp|0SEOYSISET1I_EMEMI Histone-lysine N-methyl transferase, H3 12200 S653
Sp |08X059|SET1_MEUCE Histone-ly=sine M-methyl transterase, H3 13130 2299
sp|04ISES|SET1 _GIBZE Histone-l1ysine M-methyl transtferase, HI 125270 =150
GCA AGA GAT AAT TGT. . E3 |020WFSISET1 _CHAGE Histone-1ysine N-methyl transferase, H3 10760 2059
sp | 06EBKL7 ISET1_DEEHA Histone-lysine N-methyl transferase, H3 10382 955
sp|0aCERS|SET1I_¥ARLT Histone-ly=sine M-methyl transterase, H3 11702 Q55
sp|O5AEGL | SET1_CAMAL Histone-l1ysine M-methyl transferase, HI 10407 §95

Arg - Asn 1 Cys ..
2 3 4 5

I Ala
1

Be=t alignment

MESEASAGEADFFPTAPSYLOKERSSKASODEP K GELEHDDDPOSSHPAPT A T 45N TV T OWGYRGAEE GG SONMNTHS DN

Mumber of sequences : 532224 HSRAFAGE ADFERTARPSYLOKKRS -KAMIDR -Hab - T - -PEAADBLPMLGLSS -T----—- PDIK -GGG ---TSAD-

Mumber of residues : 153726445

HEMNIMNEMMNHENNSSSHTNINSNTOF DES & GAY ARGEWNI TPOGDANGYWGESSESTETGSS -VRSASTL POPGL TTSHNGITH
-MFYEAYOE -R- -5AE -T- - - --T-L - - -#—-L - -GDTH - - -5 -A4T - - -55551 5TGSS0FESASA -P -POY sk PRHNOGISS

PHSLTPLTHTDSSPS CETASPSGOKS -TA -4 TGETYPTSRFYDDIK -ATITPLOTPRTREIOARR AGHNAPKGY KL TYDRPD

Scoring matrix :
C-AL TPLTHTDSSPPCETIESPL GSESGSTDAAPOLAPTCEAHGGPEFYTITPLHTFR TREY OARF ANSEYEGHE T T DPD

BLOSUMG?2 LERE -PL TEEKRREPOYEYFD T TED -EAPPADPRIATANY TRGACCEOR TEYRR A PYILRFHP Y DR A TSYGPGPRTOIYY

LDEEFP -SKAREEEPOYETEGYDDEKDPPRPCDPEMATANY TRGAACKOKTEYER TRY ILERWAYDPT I SYGPGPPTOT Y

TOY¥DPLTRLAPISALFSSFODIAETKNETDPNTGRFLOWCSIEY EDSRMFRGGGPLL AAOAARRAY LECKKEORTGYRRET
TOFDPLTRIAATSAL FSSFODIGETNMETDPMTGRFLOYCSIK YEDSRAFRGOISL S ASOAYERAYLECKKEORTIGTRERET

Open Gap Penalty

-5

OMELDREDOVYSDRLVARITGS0R -0- - - -0EF -PPLYME -E-KM- - - - - ESE -EQ - -DHLPPP TAPEGPS -BE - - -PHHM
EYELDEMGYYSOREMYAELITAOKAEFPSLEESRFESMOGDNDNEL PTG GARK DNEDSEDHLPPS TAPEGPSGRESLHESL

LIPEGPEATMMEFPPAPSLIEETFILDOTKREDPY IFIAHCY WPYLST TIPHLEEEL ELFNYESYRCDET G Y ITFDNSERG
LaPDGPREA -YLESPYRPSRIEETPILOOTKREDPY IF IAHCYYPYLS T TYPHLERELEL ¥ DWEAYRCDET QY Y IIFENSERG

Stop | | Compute |

Performance : 812.0759 GCUPS

St0pping computation — please wair. ..

C 47 THEUNIVERSITYOFTOKYO Gl MAXEGER
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The GEM mapper: fast,
accurate and versatile

G Extend mabches for End 1 1o End 2

{possinty more than oncs)
Mo palrs found
L] L.
i alignment tration
Diract palnng of
matches from both ents N . d W h
Pairs found (B)
Santiago Marco-Solal, Michael Sammeth!,
- . .
Roderic Guigé? & Paolo Ribecals?
C. o forem ! k Maiches = G Mm:es k Maiche b 237
-mer -mer 5
e e T T 7T 3 1 214
A_ AT Ca— err 0, a2 o 19]
[ Extord maiches lon ExI 2 Ragion 3 = AT Regon 2 = GTT Region 1 = AC 17
C (possibly more than o E :g'
Read= AT|GTTAC FIRTE
Pairs found (C) / l l = g
]
= - ?-
©
Pairs found Mo palr: _|C ATGGAACTTATCTCACAGCCTTT o 51
123 466 7 880 10M1M12131416161718 192021222324 :13:
Lt [ tach2 50 75 100 125 150 3 50 75 100 125 150
a Simulated lllumina reads, paired ends, 100 nt b Simulated lllumina reads, paired ends, 150 nt Read |E!ﬂgﬂ1 [nn Read Iength {nt]
1.000 g 1.00 £ 1.000 Tt 1.00 E
. » - . 2 = SOAP2 (m=23) o Bowtie ([m=3) = SOAP2 (m=3) O Bowtie (m=3)
0% ose# § ooy %1, = Bowtie2 (very-sensitve) = BWA (m = 4%) @ Bowtie2 (very-fast) = BWA (m =4%)
% 0900 omt 5 g.000 0s{ YF* m GEM (m=3) B GEM (m=4%, e = 4%) m MrsFAST (m = 49%)
£ by é Ll m MrsFAST (m =4%)
£ 0.985 1 0977 'R 8 985 0974 ¥ ‘
L] I
0.980 . " T M 0.961% . . 0.980 , . H 0.96 ; . C d
0 1,000 2,000 3,000 0 1,000 2,000 3,000 100 1,000 10,000 100,000 100 1,000 10,000 100.007 w—
Time (s) Time (s) Time (s) = e : &
# GEM, mapped p4BWA, mapped 4 GEM, correct v GEM, fistcorrect 4 GEM, mapped b4 BWA, manped - o - 74 = GEM (fast=0,
» Bowtie2, mapped »4BWA, comrect ] BWA, firstcomect > Bowtie2,_mazzag % a m=8%, e = 8%)
» Bowtie2, correct and first comrac+ N 4 5 6 m GEM (fast = 0
Simulated 454 reads, single ends, 250 nt | E 5 m = Bg-gase : 2;]‘?}
100 &+ e 1.00 - M o 4 LT °
, 08| 0881 ¢ o b O Bowtie2 (very-fast)
£ oos ¥ 27 O Bowtie2 (fast)
% o094 092 = = Bowtie2 (sensitive)
5 oseq , 0004 & 11 = Bowtie2 (very-sensitive)
< oo g';‘z: . T . ; . . 04 = BWA-SW (z=1,5=1)
0881 —— 084 —— 092 4,000 6,000 8,000 10,000 12,000 = BWA-SW [Z =2,5=1 )
0 1,000 2,000 3,000 4,000 0 1,000 2,000 3,000 4,000 o 2,000 4,000 _ _
Time (s) Time (s) Time (s) ', Time (5} m BWA-SW [:Z =3,s5= 1)
4 GEM, mapped p« BWA, mapped & GEM, correct w GEM, first correct 4 GEM, mapped p-« BWA, mapped 4 GEM, coreci o =
> Buwlie??:mpped o » Bowtie2, mrlecvland first comect > Eﬂmiaz,a:!apped P » Bowtie2, mr:ecvl:nd first correc? u GEM Lg BDM'EQ L B.WA_SW 65

>4 BWA-SW, correct and first correct >4 BWA-SW, correct and first comrect



Analysis of the Tensor Calculus Operations on DataFlow
(PhD Thesis by Milos Kotlar, on DataFlow-based Machine Learning)

Speedup

0 . o ° . — o 4.—__.//

16 32 64 128 256 512 1024 2048 4096 8192 16384 32768 65536
Date Size

—e—MAX4 Isca @ 200MHz —e—|ntel i5-3350P CPU @ 3.10GHz

The speedup of 6.75x achieved as early as for KiloData (Perceptron),
with 10x less on-chip transistors and the power savings of 4.6x

et A E TR ER

S 74 & — Technologies




Conditions for the Y-Chart-Based “Kernelization” of Loops @ML
(PhD Thesis by Nenad Korolija, on the Mapping of Algorithms onto DataFlow)

1. BigData (RAM vs. STREAM) O(n?)

2. Code reusability (WORO vs. WORM) +

3. Overall application tolerance to latency +

4. Over 95% of run time in loops ++
5. Reusability of the data in loops ++
6 Potential for utilization of pipes O(n)

Essentials for speedup:
algorithmic modifications,
pipeline utilization,

.. data choreography,

decision making on precision

i —— ey} AXEKER
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Original Application

Initialisation

Computation

[ LN
o
-\.
______________ I

""""""" \k—fl

PDE(FE) for risk assessment

PDE(FD) for emergency warnings

BOTH for complex simulations

ML for intelligence upgrade (TENSOR CALCULUS)

Instrumentation AP

..Vector analysis

¥

Input:
vectors to analyse

generate_statistics.sh

s

Output:

min-max values



Original Application generate_statistics.sh

R Ae | Al Instrumentation API ‘ /" \
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Computation

Filtering

+, -, *, [ operators overloading with custom (reduced precision).
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generate_statistics.sh allows:

1 Elements range:
1 . per iteration, or
I . per simulation.

Visually comparing outputs
o0 |- 1 for various input parameters
(helps in choosing the best one).

-168 . - .

=118

displ_cn

displ_ic [
veloc_cn
veloc_ic
accel_cn
accel_ic
accel _oc



ery.maxeler.com/#

3D FD Modeling

3D finite difference wave modeling.

Author: Maxeler London

Bitcoin Miner
Bitcoin's proof-of-work is implemented
by incrementing a nonce in a transaction
block until the block header's

Author: Maxeler London

N-Body Simulation
The N-Body App simulates interactions
between N particles under gravitational
forces in space. A particle’s stat

Author: Maxeler London

Reverse Time Migration
Real time seismic monitoring of
hydraulic fracturing sites, more efficient
subsurface exploration and pre

Author: Maxeler London

Brain Network
Linear correlation analysis of brain

images to detect brain activity.

Author: Maxeler London

Single Step Monte-Carlo
Compute the expectation from 2 Monte
Carlo simulation sampling over a basket
of items that can be modelled thro

Author: Maxeler London

c 2. appgallery

Fractal

Generate the Mandelbrot and Julia sets.

Author: Maxeler London

Jacobi Solver
The Jacobi App implements a solver for
equations of the type Ax=b, where A is
constant but where we have 2

Author: Maxeler London

—
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Smith Waterman Demo
Smith Waterman is a standard textbook
algorithm for local gene sequence
alignment. While it is impractic

Author: Maxeler London

Classification
Cluster analysis or clustering is the task
of grouping a set of objects in such a way
that objects in the same group (c

Author: Maxeler Networking

'] MAXA JDFE

appgallery.maxeler.com

http://www.mi.sanu.ac.rs/~appgallery.maxeler/
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I'm mad?" said Alice.

"You must be," said the Cat, or you
wouldn’t have come here.”
— Lewis Carroll, Alice in Wonderland
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Lz-77
An implementation of Lz77 compression
algorithm. Performance: Throughput: 8
input bytes per cycle clock Compre
Authors: Bisheng Huang ,Xinyu ©

Unstructured Finite Volume
The Airfoil application demonstrates the
capability of Maxeler Dataflow Engines
to perform  Unstructured

Author: David Packwood

Network Latency Measurement
An application to measure the latency
between two network connections by
sending in identical packets

Author: Kyle Wallpe

appgallery.maxeler.com

http://www.mi.sanu.ac.rs/~appgallery.maxeler/






@ dq Project: harvard £3 @ A o Milutinovic

CPUCode/MovingAverageSimpleCpuCode.c EngineCode/src/movingaveragesimple/MovingAverage SimpleKernel.maxj
Save #~Undo e Redo & Settings Save | ®yUndo | e Redo & Settings

T 1~|/*=

2 * Document: MaxCompiler Tutorial (maxcompiler-t ial) rial (maxcompiler-tutorial)

5 | * chapter: 3 Example: 1 Name: Moving Average Simple Moving Average Simple

* MaxFile name: MovingAverages

imple 4

Vb

* Summary: -
6 . CPU code for the three point moving average design. 6
finclude "Maxfiles.n" Incluae
9 | #include <MaxSLiCInterface.h> Simple

Computes a three point moving average over the input stream

REREEE

package movingaveragesimple;

import com.maxeler.maxcompiler.v2.kernelcompiler.Kernel;
import com.maxeler.maxcompiler.v2.kernelcompiler.KernelParameters;
import com.maxeler.maxcompiler.v2.kernelcompiler.types.base.DFEVar;

float dataln(8] = {1, @, 2, 0,4, 1, 8, 3 };
#loat dataOut[8];

int main() class MovingAverageSimpleKernel extends Kernel {
{

printf(*Running DFE\n"); - MovingAverageSimpleKernel(KernelParameters parameters) {
MovingAverageSimple(8, dataln, dataOut); Graphs/MovingAverageSimpl

super(parameters); Graphs/MovingAverage
DFEVar x = io.input("x", dfeFloat(8, 24));

for (int i = 1; 4 < 7; i++) C ge val
printf("datalut[%d] =« %f\n", i, datalut[i]

DFEVar prev = stream.offset(x, -1);
DFEVar next = stream.offset(x, 1);
DFEVar sum = prev + X + next;
DFEVar result = sum / 3;

return

io.output("y“, result, dfefFloat(8, 24));

webide.maxeler.com

https://maxeler.mi.sanu.ac.rs










Which way are the horses
going?

DualCore?
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ManyCore

* |s it possible
to use 2000 chicken instead of two horses?
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An Edited Book Covering the Applications

4 http://www.amazon.com/Dataflow-Processing-Volume-Advances-
Computers/dp/0128021349

4 http://lwww.elsevier.com/books/dataflow-processing/milutinovic/978- l} “ M l] II ] [ H s

0-12-802134-7

Indexed by: WoS (SCI)

AL1 RUBSON -~ VELJKO MILOTIROIE

Al¥ Horsen pad AEET Nemn

Contributions welcome for the follow-ups: Vol. 102 + Vol. 104 + etc...


http://www.amazon.com/Dataflow-Processing-Volume-Advances-Computers/dp/0128021349
http://www.elsevier.com/books/dataflow-processing/milutinovic/978-0-12-802134-7

An Original Book Covering the Essence

4 http://www.amazon.com/Guide-DataFlow-Supercomputing- %Pé
Concepts-Communications/dp/3319162284 yeiio WU s

Nemanja Trifunovic
Roberto Giorgi

»

A http://www.springer.com/gp/book/9783319162287 Guide to DataFlow
Supercomputing

‘2 Springer

The first source to use the term the Feynman Paradigm in contrast with the Von Neumann Paradigm

o\ 00


http://www.amazon.com/Guide-DataFlow-Supercomputing-Concepts-Communications/dp/3319162284
http://www.springer.com/gp/book/9783319162287
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STRATEGIC CIO ‘ SOFTWARE ‘ SECURITY ‘ ‘ MOBILE ‘ BIG DATA ‘ INFRASTRUCTURE DEVELOPER INDUSTRIES IT LIFE

CLOUD // SOFTWARE AS A SERVICE

i) Google 1/0: Hello Dataflow,
Goodbye MapReduce

Google introduces Dataflow to handle streams and batches of big

data, replacing MapReduce and challenging other public cloud c L U U D

services.

dominated by consumer technology, the end .@hadgﬂp U U S
user interface, and extension of the Android ™
universe into a new class of mobile devices, Hadoop Jobs: 9 Ways To P LAT F U R M

v the computer you wear on your wrist. Get Hired

o At the same time. there were one or two (Click image for farger view and F o R AW S
4 slideshow)

S —. enterprise-scale data handling and cloud
COMMENT NOW computing gems scattered among all the end user announcements.

Charles
Babcock

Google I/O this year was overwhelmingly

Powering automated .

Alibaba recently did the same! 87



newelectronics

The site for electronic design engineers

EINE Intel says logic is faster than GPUs

ﬁ News= | In Depth= Products & Suppliers~  Magazine~  Videos Blogs Events  About Us~-

e e Alibaba recently claimed the same!

. FPGA vs. GPU with Resnetl8
7000 Higher 110

Throughpu
m 15 W Tweet 34 |Bfj share (1 [0 Share < 622 share |- 994 =

Intel's Programmable Systems Group takes its first step towards "=

0 FPGA GPU GPU GPU GPU GPU

FPGA based system in package portfolio iy e s ks B B ey

—QPs 5747 769 4101 1269 4318 4501

Speaking in 2012, Danny Biran — then Altera’s senior
VP for corporate strategy — said he saw a time when
the company would be offering ‘standard products’ —
devices featuring an FPGA, with different dice
integrated in the package. “It's also possible these
devices may integrate customer specific circuits if the
business case is good enough,” he noted.

There was a lot going on behind the scenes then; already,
Altera was talking with Intel about using its foundry service to
build ‘Generation 10’ devices, eventually being acquired by
Intel in 2015.

Jordan Inkeles, Altera’s director of product marketing for high end
FPGAS

Mow the first fruit of that work has appeared in the form of
Stratix 10 M¥. Designed to meet the needs of those developing high end communications systems, the device integrates
stacked memory dice alongside an FPGA die, providing users with a memory bandwidth of up to 1Tbyte/s. »8 june 2016
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QoL

Maxeler is one of the Top 10 HPC projects
to impact QoL in the World :)

Scientific Computing
[www.scientificcomputing.com/articles/2014/11]

by
Don Johnson
of

Lawrence Livermore National Labs
[editor@ScientificComputing.com]


http://www.scientificcomputing.com/articles/2014/11

How About QolL?
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Essence of the Paradigm:

For Big Data algorithms
and for the same hardware price as before,
achieving:

a) speed-up, 20-200
b) monthly electricity bills, reduced 20 times
c) size, 20 times smaller
d) precision, X times better

The major issues of engineering are: design cost and design complexity.
Remember, economy has its own rules: production count and market demand!

02



Why is DataFlow so Much Faster?

 Factor: 20 to 200

MultiCore/ManyCore DataFlow

Machine Level Code

Gate Transfer Level

93



Why are Electricity Bills so Small?

* Factor: 20

MultiCore/ManyCore DataFlow

lougvien - L
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he Cubic Foot so Small?

Data Processing

MultiCore/ManyCore DataFlow

95



?

Better

1S1ION

Why is the Prec

X

2

tor:

Fac

22 24 26 28 30 32 34 36 38

1

Bits

18
20

24
26

28

30

32

96



Endorsed by Jerome Friedman

Special thanks to: Jerome Friedman, Dan Shechtman, Tim Hunt, and Sheldon Glashow
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(57) ABSTRACT

Systems, methods, and apparatuses relating o a configurable
spatial sccelerator are described. In one embodiment., a
processor includes a cone with a deceder o decode an
mstruction into a8 decoded instruction and an execution unit
to execute the decoded instruction o perform a fist opera-
tion; a plurality of processing elements: and an interconnect
network between the plurality of processing elements 1o
receive an inpul of a dataflow graph comprising a plurality
of nodes, wherein the dataflow graph 15 to be overlaid into
the interconnect network and the plurality of processing
elements with each node represented as a dataflow operator

in the plurality of processing elements, and the plurality of

processing clements are o perform a second operation by a
respective, incoming operand set armving al each of the
dataflow operators of the plurality of processing elements.
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Porting BQCD from BlueGene to a Maxeler Dataflow Computer XEWER
hnologies

MAXIMUM PERFORMANCE CEJMPUT\NG

electron
<10"%cm

proton

quark

o

nucleus
~10"1%2¢m

atom~102cm

¢ Quantum Chromodynamics (QCD): models interactions of subatomic particles
¢ Lattice QCD (LQCD): its discretisation, suitable for numerical computation
¢ Berlin QCD (BQCD): most popular implementation of the LQCD algorithm
¢ Conjugate Gradient (CG): Majority of the compute time (benchmark: 68%)

¢ CG iteratively solves linear algebra problem of form MX = b

¢ Operator M contains Wilson-dslash and Clover operators

¢ PROJECT TARGET 40x speedup of CG part of BQCD,
followed by speedup of the entire application by 20x
comparing same size boxes Dataflow vs BlueGene/Q

10
1




MAYFEILFD
MAXEISER

Maxeler QCD - Deployment

Maxeler QCD solution is deployed at
Julich Supercomputing Center, running on a Maxeler
Dataflow system.

2 racks of Jiilich BlueGene/Q On-premise Maxeler Dataflow Factor
machine system: scale to 1PF equivalent
Volume 6.75 m3 0.87 m3 7.76
Overall Time to Solution 1576.60 s 689 s 2.29
Overall Energy to Solution 169.6 kWh 4.42 kWh 38.4
Volume x TTS 10,642.05 m3s 599.43 m3s 17.8

PRACE




s | AMAYFIZER

MAXELER
Maxeler QCD on Amazon EC2 F1

5 AWS




MAYFEILFD
MAXEISER

QCD Demo

U Marxeler Technologies X e - a X
¢ C | @ Secure | https://qcd.maxeler.com/# ov Yr| i
Technol 55 es
Maserum e mance Compung

Maxeler QCD on Amazon EC2 F1

F1

Restart QCD on F1 || Restart QCD on CPU | Stop QCD
running running

| e QWS
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MAYFEILFD
MAXEISER

QCD Demo

U Mareler Technologies X e - a X

¢ C @ Secure | https//qcd.maxeler.com/# ov Yy i

MAXERER

F1

Start QCD on F1 || Restart QCD on CPU || Stop QCD
stopped running

“ <3 AWS
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MAXELER

Technologies
MAXIMUM PERFORMANCE COMPUTING

MminiMAX5
Edge of loT Platform

MAXEKER

Technologies
Maximum Performance Compudng

1GbE
of

10GbE Dataflow Engine

x KUSPGPIMP

CPU Module

standard SBC

Dimensions 5.7 in (144mm) Wide x 57 in Deep (144mm) x 2.2 in High (57mm), excluding power supply
Form factor Desktop enclosure, fanless design. Wall or rail mount options available
i 34 oz {95049), excluding power suppl
eig 9 grf poly
Power Supply Separate wall plug unit. providing 60W of USB-PD power from 100-240V. 50-60Hz mains
Ethernet 1GbE or 10GbE (copper or fibre) | SFP+ Cage
lnpUt and OUtPUt Power input over USB-PD (Min 15V 3A supply required}
(Standard Ports) USB-C USB-3 SuperSpeed Il 170 on same connector supporting
DisplayPort Alternate mode
Management LAN 1GbE RJ45
Input and Output En T T
. ua 3 Type A ports
(Optional Ports) :
Video Output HDMI Type A
AMD 3rd Generation R- or G-Series - choose from OCther SBC
CPU Quad Core Merlin Falcon RX-416GD @1 6GHz options available
- Dual Core Brown Falcon GX-2171 @17GHz oh request
Controlflow Memory 2x 4GB DDR4-2133 SODIMM. lotal 8GB Higher or lower
. capacilies as
Englne Storage 64GB Solid State Memory required
Other OS5 options
Operating System Linux - CentOS 7 available
on request
Xilinx Kintex Ultrascale Plus series - choose from
KUs5P (217K LUTS, 544 BRAMS, 1,824 DSPs} KUSP fitted as
Dataflow FPGA - KLJ;P(:G;;\( LUTs, 408 BRAMS, 1368 DSPs) standard
Engine - KU11P {(2g9aK LUTs, 680 BRAMSs, 2.928 DSPs!
Memory 1x 16GB DDR4-2400 SODIMM Or 8GB or 32GB

© Maxeler Technologies

subEdge:

wwnw.maxelercom

microMAX 5
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Design of Systolic Arrays:
An SIMD MultiMicroprocessor
for DARPA

GaAs Systolic Array Based on 4096 Node Processor Elements

Adaptive signal processing is of crucial importance for advanced radar and communications

Systems. In order to achieve real time throughput and latencies, one is forced to use advanced
semiconductor technologies (e.g., gallium arsenide, or similar) and advanced parallel
architectures (e.g.,systolic arrays, or similar).

The systolic array described here was designed to support two important applications :

(a) adaptive antenna array beamforming, and (b) adaptive Doppler spectral filtering. In both
cases, In theory, the system output is calculated as the product of the signal vector x (complex

N-dimensional vector) and the weight vector w (optimal N-dimensional vector).

Complex vector x is obtained by multiplying N input samples with the corresponding window
weighting function consisting of N discrete values. Optimal vector w is obtained as:

B -1 *
w=R-s—=M""v.

109



Symbol R refers to the N-by-N inverse cnnvariance matrix of the signal with the (i,j) -th component defined as:

and symbol refers to N-dimensional vector which defines the antenna direction (in the case of adaptive
antena beamforming) or Doppler peak (in the case of adaptive Doppler spectral filtering).

Symbols M and V represent scaled values of R and S respectively. In practice, the scaled values M

and V may be easier to obtain, and consequently the remaining explanation is adjusted.

The core of the processing algorithm is the inversion of a N-by-N matrix in real time. This problem can be
solved in a number of alternative ways which are computationally less complex. The one chosen here includes the
operations explained in Figure Yla.
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Positive semi definite matrix M can be defined as: 1 [saa 1-—{ssaA 2f—{slsax2 SAA 22—+
M=UDUT | / o
r |
Matrices U and D are defined using the formula: 5 —I¥ean al—I¥san 2—+
s |
which is recursively upaatea using the formula: ? L MM
;: v
Uy DUse = Urai Dy Usear X, DX 4 3 SAA I|—»
a. I ’j
T
X |
Figure Y1: Basic Operational Structure B

Legend: b

SAAL1 — Cells involved in root covariance update, and the first step of
back substitution;

SAA2 - Cells involved in root covariance update, and in both steps of
back substitution;

U — Lower triangular matrix with unit diagonal elements
D — Diagonal matrix with positive or zero diagonal elements
b — A scalar initially set to 1

K — Iteration count. 111
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Veljko Milutinovic

., S

VLSI for SuperComputing:
From Applications and Algorithms to Masks and Chips
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World Top Foundries
i in VLSI for SuperComputing

. #17?
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World Top Foundries
in VLSI for SuperComputing

« #1? Qualcomm
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World Top Foundries
in VLSI for SuperComputing

« #1? Qualcomm
. #27?
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World Top Foundries
in VLSI for SuperComputing

« #1? Qualcomm
« #27? Intel
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World Top Foundries
in VLSI for SuperComputing

« #1? Qualcomm

« #27 Intel
« #37?
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World Top Foundries
in VLSI for SuperComputing

« #1? Qualcomm
« #27? Intel
« #3? TSM (Taiwan Semiconductor Manufacturing)

121



World Top Foundries
i in VLSI for SuperComputing

« #17? Qualcomm
« #27? Intel
« #3? TSM

= The Qualcomm VP/TD started from this course
(first as my PhD student and later as the
course TA)
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World Top Foundries
#in VLSI for SuperComputing

? Qualcomm
« #27 Intel

« #3?7 TSM

= The Qualcomm VP/TD started from this course
ngK)st as my PhD student and later as the course

= An Intel VP/TD took the IR4RVL in-a-nut-shell
(at my past IEEE/ACM tutorial)
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World Top Foundries
* in VLSI for SuperComputing

1?7 Qualcomm
« #2? Intel

= #3? TSM

= The Qualcomm VP/TD started from this course
(first as my PhD student and later as the course TA)

= An Intel VP/TD took the IR4RVL in-a-nut-shell
(at my past IEEE/ACM-HICSS conference tutorial)

- Maybe,
a Next Gen VP/TD comes from ETF
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World Top Foundries
* in VLSI for SuperComputing

1?7 Qualcomm
« #27 Intel

= #3? TSM

= The Qualcomm VP/TD started from this course
(first as my PhD student and later as the course TA)

= An Intel VP/TD took the IR4RVL in-a-nut-shell

(at my past IEEE/ACM-HICSS conference tutorial)
- Maybe,

a next TSM VP/TD comes from ETF

or MF

125



World Top Foundries
* in VLSI for SuperComputing

1?7 Qualcomm
« #27 Intel

= #3? TSM

= The Qualcomm VP/TD started from this course
(first as my PhD student and later as the course TA)

= An Intel VP/TD took the IR4RVL in-a-nut-shell
(at my past IEEE/ACM-HICSS conference tutorial)

- Maybe,
a next TSM VP/TD comes from ETF

or MF &) or FFH
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World Top Foundries
* in VLSI for SuperComputing

1?7 Qualcomm
« #27 Intel

= #3? TSM

= The Qualcomm VP/TD started from this course
(first as my PhD student and later as the course TA)

= An Intel VP/TD took the IR4RVL in-a-nut-shell
(at my past IEEE/ACM-HICSS conference tutorial)

- Maybe,
a next TSM VP/TD comes from ETF

or MF &) or FFH &) or FON
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The Holistic Foundry (R&DFab)
iin VLSI for SuperComputing

U U U U

nase#1: From Applications to Algorithms
nase#2: From Algorithms to Masks
nase#3: From Masks to Chips

nase#4: From Chips to Applications
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The Holistic Foundry (R&DFab)
iin VLSI for SuperComputing

. P
P
P

nase#1: From Applications to Algorithms
nase#2: From Algorithms to Masks

nase#3: From Masks to Chips

. Verification is crucial
in each one of these phases,
and related teaching is done in coop
with ELSYS or HDLDH!
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The Holistic Foundry (R&DFab)
iin VLSI for SuperComputing

« Phase#1: From Applications to Algorithms
Phase#?2: From Algorithms to Masks
Phase#3: From Masks to ChiFs
Phase#4: From Chips to Applications

« Verification is crucial
in each one of these phases,
and related teaching is done in coop with ELSYS or HDLDH!

« Management issues of importance for an R&D Fab
are covered in the accompanying course: IR4USP
(including 12 related homework assignments)!
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Contents:
i From Algorithms to Masks

= Part#1: VLSI for ControlFlow SuperComputing
. Part#2: VLSI for DataFlow SuperComputing
- Part#3: VLSI for WirelessFlow SuperComputing

- Part#4: VLSKaesageedsow SuperComputing
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VLSI for ControlFlow SuperComputing

ManyCore Systems:
« Enabler Technology: VHDL vs Verilog (0.5 weeks)
 Design and Programming of a 200MHz RISC Microprocessor (2.5 weeks) + HW#1

MultiCore Systems:

« Enabler Technology: Verification by Elsys (2 weeks) + Lab#1
» Design of MicroProcessor and MultiMicroProcessor Systems by Wiley (1 week)
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SURVIVING THE DESIGN OF A
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VLSI for DataFlow SuperComputing

FineGrain DataFlow:
« Enabler Technology: Altera vs Xilinx (0.5 weeks)
 Design and Programming of the 200MHz Maxeler Machine (3.5 weeks) + HW#2

SystolicArray DataFlow:

» Enabler Technology: Systolic Array Architectures (0.5 weeks)
» Design of DARPA Systolic Architectures (0.5 weeks) + Lab#2
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* On Flexible DataFlow:

« Advances in Computer Architecture
(North Holland)
by Veljko M. Milutinovic
with a contribution from John Hennessy

137


http://www.amazon.com/High-Level-Language-Computer-Architecture-Advances/dp/071678159X/ref=sr_1_10?s=books&ie=UTF8&qid=1378379225&sr=1-10

* On Fixed DataFlow:

. High-Level Language Computer Architecture
(Elsevier Computer Science Press)
by Veljko M. Milutinovic
with a contribution from Michael Flynn
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http://www.amazon.com/High-Level-Language-Computer-Architecture-Advances/dp/071678159X/ref=sr_1_10?s=books&ie=UTF8&qid=1378379225&sr=1-10

VLSI for WirelessFlow SuperComputing

WSNs: Part#1
« Hardware (0.25 weeks)
 Software (0.25 weeks)

WSNSs: Part#2
« Systems (SUN+Slimmer) (0.25 weeks)
 Applications (UbiComputing@WSN+DataMining@WSN) (0.25 weeks)

The stress is on integration of WSNs, 10T, Ethernet, and Internet:
Z. Babovic et al., "Web Performance Evaluation of Internet of Things Applications,” IEEE Access 2016.
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Goran Rakoceyic - Tijana Djukic
Nenad Filipovic - Veljko Milutinovic
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VLSI for Quantum, Molecular, Optical, and Chemical
SuperComputing

Basics:
« Hardware (N weeks)
« Software (N weeks)

Advances:
« Systems (N weeks)
 Applications (N weeks)

Optional class projects for extra points!

142



i Quantum Computing

= A quantum computer uses qubits
to run multidimensional quantum algorithms.

= [ heir processing power increases exponentially
as qubits are added.

= A classical processor uses bits
to operate various programs.

= T heir power increases linearly as more bits are added.



i Potentials:

« Quantum computing is 158 million times faster
than the most sophisticated supercomputer
we have in the world today.

« It is a device that could do in four minutes
what it would take a traditional supercomputer
10,000 years to accomplish.






The First Eight Companies
iIn Quantum Computing:

« Atom Computing
= Xanadu

« IBM

« ColdQuanta

« Zapata Computing
« Azure Quantum

« D-Wave

« Strangeworks
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i The Best Quantum Computing Stocks:

« IBM (NYSE: IBM)

= Alphabet (Nasdaqg: GOOG, Nasdaqg: GOOGL)
« Intel (Nasdaqg: INTC)

« Microsoft (Nasdaq: MSFT)

= Amazon (Nasdaqg: AMZN)

« Quantum Computing (OTC: QUBT)



i Libraries:

= TensorFlow Quantum (TFQ)
IS @ quantum machine learning library
for rapid prototyping
of hybrid quantum-classical ML models.

= Interfacing for control-flow.



https://www.tensorflow.org/quantum/concepts

i Tensor Flow Quantum:

« TensorFlow Quantum focuses on guantum data
and building Aybrid guantum-classical models.

« It integrates quantum computing algorithms
and logic designed in Cirq,
and provides quantum computing primitives compatible
with existing TensorFlow APIs,
along with high-performance
quantum circuit simulators.


https://github.com/quantumlib/Cirq

i A Programming Example:

# A hybrid quantum-classical model.
model = tf.keras.Sequential

(L

# Quantum circuit data comes in inside of tensors.
tf.keras.Input(shape=(), dtype=tf.dtypes.string),

# Parametrized Quantum Circuit (PQC) provides output

# data from the input circuits run on a quantum computer.
tfg.layers.PQC(my_circuit, [cirg.Z(ql), cirg.X(q0)]),

# Output data from quantum computer passed through model.

. tf.keras.layers.Dense(50)



i Molecular Computing

= Molecular computing is a branch of computing
that uses DNA, biochemistry,
and molecular biology hardware,
instead of traditional
silicon-based computer technologies,
to achieve dense computing!

« Applications for dense computing are many!




i Who invented DNA computing?

« Leonard Adleman,
professor of computer science and molecular biology

at the University of Southern California, USA,

who pioneered the field
when he built the first DNA based computer.

« L. M. Adleman, Science 266, 1021-102; 1994.



i Essence:

= With DNA,
the way the molecules can be triggered
to bind with each other
can be used to create a circuit
of logic gates in test tubes.

= Compatible with nature based computing!



i Techniques:

= Many gates can be combined in a circuit:

= Each output DNA will bind to the next logic gate
until some predictable terminal output strand
is liberated,
to produce an intermediate or final result.



i N.B.:

« In DNA computing, information is represented
using the four-character genetic alphabet:
A [adenine], G [guanine], C [cytosine], and T [thymine].
= The core advantage of molecular computing is its potential

to pack vastly more circuitry onto a microchip
than silicon will ever be capable of—and to do it cheaply.



i Miniaturization:

« Molecules are only a few nanometers in size.

« Making it possible to manufacture chips
that contain billions, even trillions,
of switches and components.



i Can DNA be programmed?

=« Researchers at The University of Texas at Austin
have programmed DNA molecules
to follow specific instructions
to create sophisticated molecular machines
that could be capable of communication,
sighal processing, problem-solving, decision-making,
and control of motion in living cells.

« Libraries under construction at MIT.



i How does DNA computing work?

= In one method, called DNA strand displacement,
the input of DNA that binds to a DNA logic gate
displaces a strand of DNA that serves as the output.

= Many gates can be combined in a circuit:
Each output DNA will bind to the next logic gate
until some predictable terminal output strand
is liberated.



i An Experiment




i Flexibility:

« With the flexible molecular algorithms on the rise,
one might be able to assemble a complex entity
on the nanoscale
with the reprogrammable tile set.

« Flexibility is the issue
for a great number of applications!



i Do DNA computers exist?

= The DNA Computing Technology is in the research phase.

« DNA computers can't be found
at your local electronics store yet.

« The technology is still in development;
it didn't even exist as a concept a decade ago.




i Optical Computing

« Optical computing or photonic computing
uses light waves produced by lasers
or incoherent sources for data processing,
data storage or data communication for computing.

« For decades, photons have shown promise
to enable a higher bandwidth
than the electrons used in conventional computers.



https://en.wikipedia.org/wiki/Light_wave
https://en.wikipedia.org/wiki/Laser
https://en.wikipedia.org/wiki/Data_processing
https://en.wikipedia.org/wiki/Photon
https://en.wikipedia.org/wiki/Bandwidth_(signal_processing)
https://en.wikipedia.org/wiki/Electron

i Essence:

« Computation-by-propagation,
where the computation takes place
as the wave propagates through a medium,
can perform computation at the speed of light!”

= Speed of light = 300.000km/sec



i Applications:

= Application-specific devices,
such as synthetic-aperture radar (SAR)
and optical correlators,
have been designed
to use the principles of optical computing.

« Correlators can be used, for example,
to detect and track objects,
and to classify serial time-domain optical data.



https://en.wikipedia.org/wiki/Synthetic-aperture_radar
https://en.wikipedia.org/wiki/Optical_correlator

i Techniques:

« Techniques have been developed
that can perform continuous Fourier Transform
optically, by utilizing the natural
Fourier transforming property of lenses.

= The input is encoded using
a liguid crystal spatial light modulator.



https://en.wikipedia.org/wiki/Fourier_optics
https://en.wikipedia.org/wiki/Liquid_crystal
https://en.wikipedia.org/wiki/Spatial_light_modulator

Artificial Neural Network
i with Optical Components:

= Early optical neural networks
used a photorefractive Volume Hologram

to interconnect arrays of input neurons
to arrays of output.

= With synaptic weights in proportion
to the multiplexed hologram's strength.




i Optical Neural Networks:

« Some artificial neural networks
that have been implemented
as optical neural networks
include the Hopfield neural network.

« Also the Kohonen map
with liquid crystal spatial light modulators.



https://en.wikipedia.org/wiki/Hopfield_neural_network

i Do Photonic Chips Exist?

= Now scientists have developed
a deep neural network on a photonic microchip
that can classify images in less than a nanosecond,
roughly the same amount of time
as a single tick of the kind of clocks
found in state-of-the-art electronics.

« A lot more effective
compared to microprocessor based design!






i Chemical Computing

= Computing with real molecules
like programming electronic devices,
but using principles taken from chemistry
and appropriate chemical processes.

« Effective for simulations in chemistry
and physical chemistry!



i An Example:

Nisaig Oyl
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A chemical computer, also called
ia reaction-diffusion computer:

« Belousov—-Zhabotinsky (BZ) computer,
or gooware computer,
iS an unconventional computer
based on a semi-solid chemical "soup"
where data are represented
by varying concentrations of chemicals.

= The computations are performed
by naturally occurring chemical reactions.



https://en.wikipedia.org/wiki/Unconventional_computing
https://en.wikipedia.org/wiki/Chemical_reaction

i Origins:

« Originally chemical reactions were seen
as a simple move towards a stable equilibrium
which was not very promising for computation.

= This was changed by a discovery made
by Boris Belousov, a Soviet scientist, in the 1950s.



https://en.wikipedia.org/wiki/Boris_Pavlovich_Belousov
https://en.wikipedia.org/wiki/Soviet_Union

i Belousov:

= Belousov created a chemical reaction
between different salts and acids
that swing back and forth
between being yellow and clear.

« This is because the concentration
of the different components
changes up and down in a cyclic way.



https://en.wikipedia.org/wiki/Chemical_reaction

i Adamatzky:

« Andrew Adamatzky
at the University of the West of England
has demonstrated simple logic gates
using reaction—diffusion processes.

« An important step towards programmability.



https://en.wikipedia.org/wiki/University_of_the_West_of_England
https://en.wikipedia.org/wiki/Reaction%E2%80%93diffusion

An Implementation:
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= Abstraction of chemical assembly = state machine that can make any molecule / material

= |[nputs are digital and physical > Outputs are physical

Chemputation is the process of running XDL code reliably on any compatible hardware
c.f. Computation - running programs on a digital computer



European Projects

ESF:
« RoMoL: Riding on Moore's Law (0 weeks)
 HiPeac: Parallel Programming Models (0 weeks)

FP7/H20:

« FP7: ProSense (0 weeks)
« FP7: BalCon (0 weeks)
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i USA Projects

= Nature Based Construction and Computing:
= Purdue (X weeks)
= Indiana University (X weeks)

= Nature Based Media and Computing:
= MIT (X weeks)
= Harvard (X weeks)



Example Algorithms for Practical Implementations

Engineering:
« Computer Engineering (M weeks)
» Financial Engineering (M weeks)

Science:

 Physical Chemistry (M weeks)
« Computer Science (M weeks)
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SOME PREVIOUS OFFERINGS OF THIS TECH COURSE

= Purdue, Indiana;

-« MIT, Harvard;

= Imperial, Kings;

= ETH, EPFL;

= UNIWIE, TUWIEN;

= Siena, Salerno, Barcelona, Madrid;

= Ljubljana, Koper, Zagreb, Rijeka, Podgorica, UBG;
= Technion, Jerusalem

= Bogazici, Koc;

= Tsinghua, Shandong.

Previous offerings of the related MGMT course: Purdue, Dartmouth, HarvardCNY, Barcelona, Pisa, Ljubljana.
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BOTTOM LINE:
BRINGING ADVANCED INDUSTRIAL EXPERIENCE INTO THE
CLASSROOM

€< — C' @ https//www.google.rs

GD SIE DARPA's first 200MHz GaAs Microprocessor - a decade before Intel e J “

MNputucHute Enter na bucte npetpaxmni.
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BOTTOM LINE:
BRINGING ADVANCED INDUSTRIAL EXPERIENCE INTO THE
CLASSROOM

€< — C' @ https//www.google.rs

Google

DARPA's first 200MHz GaAs Microprocessor - a decade before Intel e J n

MNputucHute Enter na bucte npetpaxmni.

Milutinovic, Veliko (Serbia)

www_balcon-project.eu » . » Serbia ~ Mpeseaw 0By CTPaHULLY

... the first GaAs microprocessor in the world, agency DARPA project Star Wars, ...
project has realized processor speed of 200MHz about a decade before Intel. ...
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BOTTOM LINE:
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... the first GaAs microprocessor in the world, agency DARPA project Star Wars, ...
project has realized processor speed of 200MHz about a decade before Intel. ...
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BOTTOM LINE:
BRINGING ADVANCED INDUSTRIAL EXPERIENCE INTO THE
CLASSROOM (2)

GO SIE MAXELER - today's fastest dataflow supercomputer for oil and gas industry E& \.!.-r “
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BOTTOM LINE:
BRINGING ADVANCED INDUSTRIAL EXPERIENCE INTO THE
CLASSROOM (2)
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21.03.2012. - Market Watch; Events ... “At Maxeler we are excited to offer the fastest
computers on the planet ... in Qil and Gas exploration and in a range of other
application areas. ...
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Veljko Milutinovic

Dr. Veliko Milutinovic is a professor at the School of Electrical Engineering, University of Belgrade, Serbia. During the 80's, for about a decade, he was on
the faculty of Purdue University in the U.S.A, where he co-authored the architecture and design of the world's first DARPA GaAs microprocessor. During
the 90's, after returning to Serbia, he took part in teaching and research at a number of major EU schools. He also delivered lectures at Stanford and
MIT, and has about 20 books published by leading publishers in the U.S.A. Dr. Milutinovic is a Fellow of the IEEE and a Member of Academia Europaea



BOTTOM LINE:
BRINGING ADVANCED INDUSTRIAL EXPERIENCE INTO THE
CLASSROOM (3)
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BOTTOM LINE:

BRINGING ADVANCED INDUSTRIAL EXPERIENCE INTO THE
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Ireland. Director for Serbia: Prof. Dr. Veljko Milutinovic, UB. Team members.
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BOTTOM LINE:

BRINGING ADVANCED INDUSTRIAL EXPERIENCE INTO THE
CLASSROOM (3)
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Ireland. Director for Serbia: Prof. Dr. Veljko Milutinovic, UB. Team members.

Wireless Sensor Networks: ApplicationDesign and DataMining
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SUGGESTED READINGS:

e 7. Babovic, V. Milutinovic, “Novel System Architectures for Semantic-Based
Integration of Sensor Networks,” Elsevier, Advances in Computers, 2013.

e 7. Babovic, “DataFlow systems: From their origins to future applications in data
analytics, deep learning, and the Internet of Things,” In V. Milutinovic et al.
“DataFlow Supercomputing Essentials,” Springer, 2017.

e Special Issues of Elsevier — Advances in Computers 2024.
» Special Issues of Springer — Journal of Big Data, 2024.
* IPSITIR (Transactions on Internet Research)

* IPSI TAR (Transactions on Advanced Research)
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