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Supercomputing

HPC Rankings

The Maxeler Data flow
Suggestion: A new metric
Sugogestion: A different workload

conclusilon

Tuesday, March 20, 12



Supercomputing

O A supercomputer LS a computer
at the frontline of
the current oomputatiowaL oapacitg

O Supercomputers were Lntroduced
L the 1960s

O Vvery large systems
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Applications

O Molecular dDyna mies Stmulation
(Ttanhe-Ad)

O Artf:ﬁoial, Newron Stmulation

(Bluegene/P)
O wWeather Forecasting
O ol and Gas
O Market Analyses

BREte
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The List (Top500)

O Established in 1993

O quves the ranking of the top 500
wWorld’s most powerful Supercomputers

1. K computer,

O Focus ow the performance Saupa.
Df QCV\:CVD(L 'PDLY'PDSC SﬁSJCCVM,S 2. NUBT YH MPP,

2010, NUDT, China

O updated every & months 5. Cray XT5-HE

2009, Cra Y ne, USA

p—
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The Benchmark

The Top 500 List Ls butlt wpow the performance
on the LINPACK. benchwmark

Solving a dense system
of Linear equations.

Matrix vector multiplication,
a common. problem Ln sclentific computatiows

Gives an estimate of peak performance
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The Metric (FLOPS)

O Floating Point Operations per second

O quves an estimate of how fast
a computer solves
floating point-tntensive problems

O TOP500 Ls based on the peakR FLOPS

O We are currently Ln the PetaFLOPS range
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The Issues

O Floating point operations oo not dominate
the execution time Ln modern systems!
(they used to, though)

O with the growing complexity of HPC systems,
Lt Ls becoming more difficult to make full use
of peak FLOPS

O Novel approaches exist, for which FLOPS
are evew less relevant
(Example: Maxeler sg)stems)
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Example:
The Maxeler Data Flow

A custom chip for a speciﬁo appL'Lcatiow
No tnstructions no tnstruction decode Logie
No branches no branch predlctiov\,

E)q:L'w'Lt PAVG Llelism: No out-of-order scheduling

pata streamed owto—ohip: No multi-Llevel caches

Rest of the MyApplication
world Chip




Example:
The Maxeler Data flow (2)

O But we have meore than one appLicatiow

O Generally tmpractical to have machines
that are completely optimized for only one code

O Need to run ma nwy ap‘PLiaatiows
oOn Q tapioaL cluster

Rest of the
world
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Example:
The Maxeler Data flow (3)

O uUse a reconfigurable chip
that can be reprogrammed at runtime

to meLemew‘c:

O Different appL'Lcat'Lows

O oOr different versions of the same application

Optimized for
Application E
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Example:
The Maxeler Data flow (4)
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Example:
The Maxeler Data flow (4)

ZZOOO

S2400 NaQ M3 wNMMba

-~ Platform ldle  Load
pual Xeon 2.6egHz | 185W | 255W
Peak Frequency: 1500 ’
with Max 2 cards 210W | 240W
B 154z ;
20 Hz S rD Power us’age pl:cbufhed ?5‘). P. Mor’gaw,
B 45 H=z the credit derivatives risk caleulation
FO Hz ST "
AN Platform 2= -
Full precision =

Reduceod precision BFX

Nuwmber of Max carols Speedup Versus € core Xeow server

Performance of Maxeler-accelerated pubushtfol b‘:;JJ. P,. Morgaw, tl/’\e credit
deriwvatives risk calculation

Finite Difference Modeling 12/20
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Why FLOPS do not tell
the whole story?

O Mewmory access rate goes dowwn,
due to a large on-chip memory

O n a given computation, each result
has many operations behind it,
but that does not matter itn dataflow computing
stnce the computation Ls a stole effect
of the data flowing through the chip

O No load, store or brach tnstructions
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Why LINPACK does not tell
the whole story? ‘5
0 Focus onn FLOPS

O A highly regular generic workload
O expansions have been suggested:
O Gqraphs00
O HPC Challenge

O But these still focus on control flow systems

15/20
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Suggestion 1: Datarate

O The rate of result production
(e.9. Petab yte per second)

0O A data-centrie approach,
how mweueh results a system can prooluce

8| per watt

O per cubie foot
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Suggestion 1: Datarate (2)

O Funancial constderations
play a wmajor role in computing!

unreasonable to tnelude non-transparent ana ever
negotiated priaing information

But, cost of computer systems Ls dictated

by the cost of the chips:

O regularity of the design, VLS process, chip area,
volume...

This tssue remains a challenge!
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O Bestdes generic bemchmarks
rank ow results when solving real problems

0O Shows the real and full po’cewcial,
of an approach

O (dea present L popvd,ar mwhlwgs GPU

O Useful to customers, choose a system
that’s good on a problem similar to thelr own

18/20
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Suggestion 2: Real applications (2)

O But, how to choose the applications?

O tdea: examine the Top500, Graphs00,
or the list of HPC systems
with most tnvestment

O Select a number of applications
top ranking systems were most used for

0 ©volves with sclence!
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O Whewnever a paradigm shift happens
L computer technology,

computer architecture,
or computer applications,
a wew approach has to be introduceo

O The Exascale era requires this major shift!
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