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11 Systolic arrays
es of special-purpose computers:
. Inflexible and highly dedicated structures
. Structures, enabling some programmability and rec
e there applications for array of simple pro
tolic and wavefront arrays are determined by pipel
 the (multi)processing - data and computational pipel

Wavefront arrays use data-driven processing capabilit
Systolic arrays use local instruction codes synchroniz

inition: A systolic array is a network of processors th
 pass data through the system.

ing scheme
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.1 Applications
ic matrix algorithms:
✧ matrix-vector multiplication
✧ matrix-matrix multiplication
✧ solution of triangular linear systems
✧ LU and QR decomposition (resulting triangular ma
✧ preconditioned conjugate gradient (solving a set o

symmetric linear equations), etc.
eneral, various DSP algorithms can be mapped to sy
✧ FIR, IIR, and ID convolution
✧ Interpolation
✧ Discrete Fourier Transform
✧ Template matching
✧ Dynamic scene analysis
✧ Image resampling, etc. 
-numeric applications:
✧ Data structures - stacks and queues, sorting
✧ Graph algorithms - transitive closure, minimum spa
✧ Language recognition
✧ Dynamic programming
✧ Relational database operations, etc.
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.2 Basic configuration

a item is not only used when it is input but also reus
 pipelines in the array.

tors to consider:
Balancing the processing and input/output bandwid
Balancing between general-purpose and special-pu
Cost of implementation
Modularity and expansion capabilities
Trade-off between simplicity and complexity (capab

roughly investigated in eighties [IEEE Computer, Jan
stolic array” - analogy with the human circulatory syst

heart == global memory,
network of veins == array of processors and links.

Memory

PE PE PE PE...
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.2.1 VLSI processor arrays

ign criteria:
Modularity and simplicity
Locality and regularity
Extensive pipelineability and parallelism
Efficiency and speedup
Data streams in different directions.

POLOGY:
nar arrays:
Triangular
Square
Hexagonal

Linear arrays:
✤ Unidirectional Linear Array

(one, two or three data-paths
(Why?))

✤ Bidirectional Linear Array
(opposite streams)

✤ Three-path communication
Linear Array
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.2.2 Systolic vector-matrix multiplication

ented by Kung and Leiserson (1978).
’s consider vector-matrix multiplication 
trix. In case of n=4, the multiplication can be organ
ar array of 7 processing elements:

Inner product step (ISP) cell:

X A× =

y1x0
y0x1

a00

y2x1
y0x2

a01 a10

x0
y1

a02 a20

x1
y1
a11

x2
y0 x0

y2

......
y2 x3

y3 x2

a33

yout yin xin ain×+=
xout xin=



System-on-Chip Architectures

6(18)

11

Control unit
Processing 

unit

cessor (1,1):

:
c11

0( ) a11 b11×+

c11
1( ) a+ 12 b21×

d into multiplication of 
of Ai and rows of Bj.

A B×=

A2 B2 ... AN BN×+ +×
Exa
Pr
co
me

m
em

or
y 

m
od

ul
es
 Kalle Tammemäe, Dept. of CE, Tallinn Technical University 2000/02

.2.3 Wavefront systolic multiplication

mple of matrix-matrix multiplication:

Control unit
Processing 

unit

Interconnect network (local)

Control unit
Processing 

unit ...

ogram
de
mory

memory modules

#1

#2

#3

first wavefront

second wavefront 

At #1 and pro
First wave:

Second wave
c11

1( ) =

c11
2( ) =

Decompose
columns 

C

C A1 B1 +×=
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.2.4 Implementation issues I

ign of large-purpose systems:
Adding HW mechanism to reconfigure the topolo
matrix;
Using SW to map different algorithms into a fixed-a
Combination of both.

ign and mapping techniques:
synthesize a systolic array from the description of a
ds a through understanding of:
. systolic computing
. application
. algorithm
. technology
nularity:

bit-wise
word-level
complete program

ensibility:
Execution the same algorithm for a problem of a lar
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.2.5 Implementation issues II

ck synchronization:
Avoiding clock skews (specific layout, data flow in o
Self-timed system - wavefront arrays

iability:

Introducing the fault-tolerant mechanisms
run-time testing
maximizing reliability while minimizing the correspo

titioning of large problems:
cuting a large problem without building a large systoli

Identifying and exploiting algorithm partitions (array
of computations of the algorithm in the right order
computations)
restating the problem so that the problem becomes
problems.

Holy grail - universal building block
Integration into existing systems

eliability of an array of processors Reliability of proce=
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.2.6 VLSI processor array characteristics

ing:
Execution time - all the computations
Input time - data to processor where the first computa
Output time1 - data from processor where the last com
Load time - data elements to array
Unload time - resulting data elements exit the array
Total processing time

tolic array algorithms:
Synchronicity - asynchronous mode - wavefront, sync
Concurrency control - dependency between computat
Granularity - simplicity of the cells first
Communication geometry - local interconnections

edup and efficiency: , 

sually, the input and output time equal to the processor array size.

Sp
T1
Tp
-----= Ep

Sp
p
-----=
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.3 Algorithm mapping and programm
ciency of systolic array implementation in VLSI d
rconnections.

ightforward implementation of a DG (assigning each
 (area) efficient.

Mapping DGs to systolic arrays
✧ linear assignment (projection) - nodes along a straig

PE
✧ linear schedule - mapping a set of parallel equitempor

linearly increased time indices.

Algorithmic notation expressing 
the recurrence and parallelism 

(space-time activities)

VLSI hardware description or 
executable array processor 

machine code

Data Graph (DG) de

Data Graph impleme

Projection 
direction

d
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.3.1 Rules to obtain systolic array from DG

’s denote time index of a node sTi.
sTe > 0. Here e denotes any edge in the DG. The n
number of delays (Ds) on the edge of the systolic arra
s must obey the data dependencies of the DG; that i
the output of node j, then j must be scheduled before 
sTd > 0. The projection vector d and the schedu
orthogonal to each other; otherwise, sequential proce
ystolic mapping, the following rules are adopted:

The nodes in the systolic array must correspond to the
DG.
The arcs in the systolic array must correspond to the
of arcs in DG.
The input data must be projected to the correspond
array.
 DG is shift-invariant if the dependency arcs corresp

he index space do not change with respect to the nod
trix multiplication, convolution, autoregressive filte
sform, discrete Hadamard transforms, Hough tran
tions, sorting, perspective transforms, LU decomposi

ong to class of shift-invariant algorithms)
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.3.2 Example of mapping DG to a systolic array

 for convolution-like algorithm:

hyperplane’s normal vector
projection direction
 delay

d

s

2D

2D

2D

D

D
DD

DD
D
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.3.3 Mapping DGs to wavefront arrays

avefront array does not have a fixed schedule => ope
data dependency structure;
initial data tokens.

avefront array can be modeled by a dataflow graph (D
ode is enabled when all input arcs contain tokens and
pty queues.

projection direction
nnection with Petri nets?

d
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.3.4 Process of mapping DG to DFG

To get shift-invariant DG (to get uniform appearanc
nodes have to be assigned some initializing data.
Each input data token in the DG is mapped to 
corresponding arc in the DFG.
The queue size for each DFG arc is assumed t
accommodate the target algorithms.

Wavefront design is more appealing in cases where t
uncertainty among the nodes in DG.

Analyzing the exact performance of a wavefront array
and sometimes data-dependent, is very difficult.

✔ There exists upper bound of the execution time of 
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.3.5 Queues

ng queues is a way to implement asynchronous
efront array.

Can be implemented in SW or in HW.
 the DG node computation times to be data-independ
scheduled a priori and the minimum computation time

Insufficient queue size usually results in an additiona
computation.

’s suppose that DG arc a is projected to DFG arc a’. T
The scheduled completion time, t1, for the initiati
when the output data of the node are produced (put
The scheduled completion time, t2, for the terminat
when the data are consumed from a’. Appare
computation time, then t2-t1+τ represents the leng
stays in a’ and its two end nodes.
The pipelining period, α, which is the time period be
data being put on a’, can be determined from the sc
size for a’, Q, can be calculated as: 
when sustained rate is equal at initiating and at term

Q t2 t1– +(=
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.4 Systolic array programming
’s look the case with fixed interconnections between
gth for each data link. Programming a wavefront arra
uence of operations for each PE. Each operation inclu

the type of computation (addition, multiplication, div
the input data link (north, south, east, west, or intern
the output data link,
an additional specification i.e. time scheduling, wh
actually occurs (not required in wavefront array).

gramming languages
Occam (historically for Inmos Transputers). Multiplica
N vertical [n*(n+1)]:
N horizontal[n*(n+1)]:
AR i=[0 FOR n]
PAR j=[0 FOR N]

mult (vertical[(n*i)+j], vertical[(n
horizontal[(n*i)+j], horizontal[(n*(

MDFL - Matrix Data Flow Language
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.5 Architecture
 system components:

processor array(s)
✧ 1-D (linear),
✧ 2-D (mesh, hexagonal),
✧ 3-D ((hyper)cube connected),
interconnect network(s) - local,
global, inter-array, intra-array,...
a host computer, interface unit.

cessing element components:
ALU (fixed or floating point)
memory unit 
control unit (RISC, CISC)
I/O unit (processing concurrently
with data transfer)

st:
system monitoring, batch data storage, managemen
determines the schedule program for interface unit 
generates global control codes and object codes fo

I/O unit Host

Interconnect ne

pro
arr
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.6 Conclusion
y wavefront arrays?

Factor Systolic array W
ck distribution Critical, but may result con-

ceptually simpler design.
Clock skew problem.

Minor p

cessing speed Suffer when processing 
times in PEs are not uniform.

Handsh
Benefic
is data 
multipli

gramming Assignment of computa-
tions to PEs and scheduling

Only as
tations 

ult tolerance:
fabrication-time
compile-time
runtime

None.
For self-testing full array 
must be interrupted.

Runtim
to data
Self-tes
possibl


