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Serial vs. Parallel Programming Model

Many or most of our programs are Serial.
A Serial Program consists of a sequence of instructions, where
each instruction executes one after the other.
Serial programs run from start to finish on a single processor.

Parallel programming developed as a means of improving
performance and efficiency.
InaParallel Program, the processing is broken up into parts,
each of which could be executed concurrently on a different
processor. Parallel programs could be faster.
Parallel Programs could also be used to solve problems involving large
datasets and non-local resources.
Parallel Programs are usually ran on a set of computers connected on
a network (a pool of CPUs), with an ability to read and write large files
supported by a distributed file system.
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Common Situation

A common situation involves processing of a large amount of consistent
data.

If the data could be decomposed into equal-size partitions, we could
devise a parallel solution. Consider a huge array which can be broken up
into sub-arrays

If the same processing is
required for each array element,
with no dependencies in the
computations, and no
communication required
between tasks, we have an ideal
parallel computing opportunity,
the so called Embarrassingly
Parallel problem.

A common implementation of
this approach is a technique
Subarray 1 Subarray 2 subarray 3 ...  Called Master/Worker.
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MapReduce Programming Model

MapReduce programming model derives from the map and reduce
combinators in Lisp programming language.

In Lisp, a map takes as input a function and a sequence of values. It
then applies the function to each value in the sequence. A reduce
combines all the elements of a sequence using a binary operation. For
example, it can use "+" to add up all the elements in the sequence.

MapReduce was developed within Google as a mechanism for
processing large amounts of raw data, for example, crawled
documents or web request logs.

This data is so large, it must be distributed across thousands of
machines in order to be processed in a reasonable time. This
distribution implies parallel computing since the same computations
are performed on each CPU, but with a different dataset.

MapReduce is an abstraction that allows Google engineers to
perform simple computations while hiding the details of
parallelization, data distribution, load balancing and fault tolerance.
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MapReduce Library

= Map function, written by a user of the MapReduce library, takes
an input key/value pairs and producesa set of
intermediate key/value pairs.

= The MapReduce library groups together all intermediate values
associated with the same intermediate key and passes them to
the Reduce function.

= The Reduce function, also written by the user, accepts an
intermediate keyanda set of values forthatkey. It
merges together these values to form a possibly smaller set of
values.
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Why Does Google Need Parallel Processing

= Google’s search mechanisms rely on several matrices of sizes
that are really big: 101° X 101°

= Google needs to spread its processing on tens and hundreds
of thousands of machines in order be able to rank the pages
of World Wide Web in “real time”.

= Today we will just indicate some features of Google
mechanisms.
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MapReduce Execution

The Map invocations are distributed across multiple machines

by automatically partitioning the input data into a set of M
splits or shards.

The input shards can be processed in parallel on different
machines.

Reduce invocations are distributed by partitioning the

intermediate key space into R pieces using a partitioning
function (e.g., hash (key) mod R).

The number of partitions (R) and the partitioning function are

specified by the user.
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Vocabulary and Number of Words in all Documents

Consider the problem of counting the number of occurrences of

each word in a large collection of documents
map (String documentName, String documentContent) :
//key: document name, value: document content
for each word w in documentContent:
//key: word, value: number of occurances
EmitIntermediate (w, wordCount) ;

reduce (String w, Iterator values):
// key: a word, // values: a list of counts
int result = 0;
for each v in values:
result += v;
Emit (w, result));

The map function emits each word plus an associated count of

occurrences in a document.
The reduce function sums all the counts for every word.
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Flow of Execution
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Master and Worker

Role of the MASTER is to:

Initialize the array and splits it up according to the number of
available WORKERS

Send each WORKER its sub-array
Receive the results from each WORKER
Perform some final calculation if needed.

Role of the WORKER is to:
Receive the sub-array from the MASTER
Perform processing on the sub array
Return results to the MASTER
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MapReduce Steps

The MapReduce library in the user program first shards the input
files into M pieces of typically 16 megabytes to 64 megabytes
(MB) per piece. It then starts up many copies of the program on a
cluster of machines.

One of the copies of the program is special: the Master. The rest
are workers that are assigned work by the Master. There are M
map tasks and R reduce tasks to assign. The master picks idle
workers and assigns each one a map task or a reduce task.

A worker who is assigned a map task reads the contents of the
corresponding input shard. It parses key/value pairs out of the
input data and passes each pair to the user-defined Map function.
The intermediate key/value pairs produced by the Map function
are buffered in memory.

Periodically, the buffered pairs are written to local disk,
partitioned into R regions by the partitioning function. The
locations of these buffered pairs on the local disk are passed back
to the master, who is responsible for forwarding these locations to
the reduce workers.
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MapReduce Steps

When a reduce worker is notified by the master about these
locations, it uses remote procedure calls to read the buffered
data from the local disks of the map workers. When a reduce
worker has read all intermediate data, it sorts it by the
intermediate keys so that all occurrences of the same key are
grouped together. If the amount of intermediate data is too large
to fit in memory, an external sort is used.

The reduce worker iterates over the sorted intermediate data and
for each unique intermediate key encountered, it passes the key
and the corresponding set of intermediate values to the user's
Reduce function. The output of the Reduce function is appended
to a final output file for this reduce partition.

When all map tasks and reduce tasks have been completed, the

master wakes up the user program. At this point, the MapReduce
call in the user program returns back to the user code.

After successful completion, the output of the MapReduce execution

is available in the R output files
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Usage of MapReduce at Google

Distributed Grep: The map function emits a line if it matches a
given pattern. The reduce function is an identity function that just
copies the supplied intermediate data to the output.

Count of URL Access Frequency: The map function processes logs
of web page requests and outputs <URL, 1>. The reduce function

adds together all values for the same URL and emits a <URL, total
count> pair.

Reverse Web-Link Graph: The map function outputs <target,
source> pairs for each link to a target URL found in a page named
"source". The reduce function concatenates the list of all source
URLs associated with a given target URL and emits the pair: <target,
list(source)>.

Most of the rest of Google functionality.
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Open Source MapReduce

We will not build MapReduce frameworks

We will learn to use an open source MapReduce Framework
called Hadoop which is offered by Amazon and available at
Apache.org.
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Hadoop and
Amazon Elastic MapReduce
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What is MapReduce

MapReduce is simple parallel programming model
(framework) designed for scalability and fault-tolerance.

MapReduce is Pioneered by Google
Google processes 20 petabytes of data per day

Popularized and further developed by the open-source
project Hadoop.

Used at Yahoo!, Facebook, Amazon, ...

'@haﬂmm;ﬂ
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What is MapReduce used for?

At Google:
Index construction for Google Search
Article clustering for Google News
Statistical machine translation

At Yahoo!:

“Web map” powering Yahoo! Search

Spam detection for Yahoo! Mail

At Facebook:
Data mining

Ad optimization
Spam detection

At New York Times
Moving typeset into PDF
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What is MapReduce used for?

= |nresearch:
Astronomical image analysis
Bioinformatics
Analyzing Wikipedia conflicts
Natural Language Processing
Particle physics
Ocean currents simulation
Weather analysis, etc.
Electioneering
Customer behavior analysis
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MapReduce Design Goals

1. Scalability to large data volumes:
1000’s of machines, 10,000’s of disks

2. Cost-efficiency:
Commodity machines (cheap, but unreliable)
Commodity network
Automatic fault-tolerance (fewer administrators)
Easy to use (fewer programmers)

3. Bring Processing to Data

Every job (map or reduce) is performed on the processor adjacent
to the disk containing data.

Data transfers are minimized.
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Typical Hadoop Cluster
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= 40 nodes/rack, 1000-4000 nodes in cluster
= 1 Gbps bandwidth within rack, 8 Gbps out of rack

= Node specs (Yahoo terasort):
8 x 2GHz cores, 8 GB RAM, 4 disks (= 4 TB?)
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Typical Hadoop Cluster

» If you do not own one of these warehouses, though luck. ©
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Challenges

1. Cheap nodes fail, especially if you have many
Mean time between failures for 1 node = 3 years
Mean time between failures for 1000 nodes = 1 day
Solution: Build fault-tolerance into system

2. Commodity network = low bandwidth

Solution: Push computation to the data
3. Programming distributed systems is hard

Solution: Data-parallel programming model: users write “map” &
“reduce” functions, system distributes work and handles faults
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Hadoop Components

= Distributed file system (HDFS)
Single namespace for entire cluster
Replicates data 3x for fault-tolerance

Allows writes, deletes and appends. Does not allow updates of

data blocks.

= MapReduce framework

Executes user jobs specified as “map” and “reduce” functions

Manages work distribution & fault-tolerance
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Hadoop Distributed File System

Files split into 64MB-128MB blocks
Blocks replicated across several

Namenode

datanodes (usually 3) w i

Single namenode stores metadata
(file names, block locations, etc)

Optimized for large files, sequential

reads
ryd
=

Files are append-only
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MapReduce Programming Model

Data type: key-value records

Map function:
(Kipy Vin) =2 list(Ki e V

n’ inter)

Intermediate keys do not have to be related to the initial
keys in any way.

Reduce function is fed collection of intermediate values

for each intermediate key.

(K list(Vier)) =2 list(Kyye Vour)
Reduce function transforms that collection into a final
result, a list of key-value pairs.

inter inter
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Example: Word Count

You are given a document with many lines.
Define functions mapper and reducer:
def mapper(line):
foreach word in line.split():
output(word, 1)
* word is the key, 1 is the value
def reducer(key, list(values)):
output(key, sum(values))

@Zoran B. Djordjevic
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Word Count Execution

Input Map Shuffle & Sort Reduce Output
A ] 4 ]
the, 1
i brown, 1
the quick fox, 1 brown, 2
brown fox fox, 2
how, 1
] now, 1
the, 3
the fox ate -
the mouse
— how, 1 ate, 1 ate, 1
now, 1
mouse, 1
how now mouse, 1
brown cow quick, 1
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MapReduce Execution Details

= Single master controls job execution on multiple slaves
= Mappers preferentially placed on same node or same rack as
their input block
Minimizes network usage
= Mappers save outputs to local disk before they are served to
reducers by Shuffle and Sort phase
Allows recovery if a reducer crashes
Allows having more reducers than nodes
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An Optimization: The Combiner

= Shuffle and Sort phase typically introduces combiner, a local
aggregation function, for repeated keys produced by same
map

= Combiner works with associative functions like sum, count,
max

= Decreases size of intermediate data
= Example: map-side aggregation for Word Count:

def combiner(key, values):

output(key, sum(values))
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Word Count with Combiner

Input Map & Combine Shuffle & Sort Reduce Output
—A
A the, 1
) brown, 1
the quick fox, 1 brown, 2
brown fox fox, 2
how, 1
] now, 1
the, 3
the fox ate ||
the mouse
L how, 1 ate, 1 ate, 1
now, 1 mouse, 1
brown, 1 cow, 1
how now mouse, 1
brown cow quick, 1
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Fault Tolerance in MapReduce

1. If a task crashes:
Retry on another node
= OK for a map because it has no dependencies, just do it
again, duplicate data are saved somewhere else
= OK for reduce because map outputs are on disk, or several
disks, new reduce could start over.
If the same task fails repeatedly, fail the job or ignore that input
block. Quite often tasks are statistical in nature, no one would
notice a slight error, anyway.
2. If anode crashes:
Re-launch its current tasks on other nodes
Re-run any maps the node previously ran
= Necessary because their output files were lost along with

the crashed node
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Fault Tolerance in MapReduce

3. If a task is going slowly (straggler):
Launch second copy of task on another node (“speculative

execution”)
Take the output of whichever copy finishes first, and kill the

other
» Surprisingly important in large clusters
Stragglers occur frequently due to failing hardware, software
bugs, misconfiguration, etc
Single straggler may noticeably slow down a job
= For these fault tolerance features to work, your map

and reduce tasks must be side-effect-free
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Takeaways

By providing a data-parallel programming model, MapReduce
can control job execution in useful ways:

Automatic division of job into tasks

Automatic placement of computation near data

Automatic load balancing
Recovery from failures & stragglers

User focuses on application, not on complexities of distributed

computing

@Zoran B. Djordjevic
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1. Sort

Input: (key, value) records

Output: same records, sorted by key

Map: identity function

Reduce: identify function

Trick: Pick partitioning
function h such that
k,<k, =>h(k,)<h(k,)

@Zoran B. Djordjevic

ant, bee

aardvark
ant
bee
cow

elephant

Reduce | [N-Z]

aardvark,

elephant pig

sheep
yak

zebra

sheep, yak
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2. Inverted Index

= Input: (filename, text) records
= Qutput: list of files containing each word

= Map:
foreach word in text.split():
output(word, filename)

= Combine: uniquify filenames for each word

= Reduce:
def reduce(word, filenames):
output(word, sort(filenames))
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Inverted Index Example

famletiat to, hamlet.txt
to be or not be, hamlet.ixt A
tobe |~ or hamlet.txt \ afraid, (12th.txt)
not, hamlet.txt be, (12th.txt, hamlet.ixt)

greatness, (12th.txt)
not, (12th.txt, hamlet.txt)
of, (12th.txt)
be, 12th.txt or, (hamlet.txt)

12th.txt /
not, 12th.txt to, (hamlet.txt)

be not afraid | __, afraiq; 12th.txt
of greatness of, 12th.txt

greatness, 12th.txt
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Getting Started with Hadoop

Download from hadoop.apache.org
To install locally, unzip and set JAVA_HOME

Details: hadoop.apache.org/core/docs/current/quickstart.html

Several ways to write jobs:

Java API

Hadoop Streaming (for Python, Perl, etc)

Pipes API (C++)
If you want to do very sophisticated work and create special
map/reduce procedures you have few options. Learn one of
Hadoop’s Api-s
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Elastic MapReduce

= Amazon Elastic MapReduce is a web service that

utilizes a hosted Hadoop framework running on the
web-scale infrastructure of Amazon Elastic Compute
Cloud (Amazon EC2) and Amazon Simple Storage
Service (Amazon S3).

Using Amazon Elastic MapReduce, you can instantly
provision as much or as little capacity as you like to
perform data-intensive tasks for applications such as
web indexing, data mining, log file analysis, machine
learning, financial analysis, scientific simulation, and
bioinformatics research.
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Benefits of Elastic MapReduce

Amazon Elastic MapReduce lets you focus on crunching or
analyzing your data without having to worry about time-
consuming set-up, management or tuning of Hadoop clusters
or the harvdware capacity upon which they sit.

Amazon Elastic MapReduce automatically sub-divides the
data in a job flow into smaller chunks so that data can be
processed (the “map” function) in parallel, and eventually
recombining the processed data into the final solution (the
“reduce” function).

Amazon S3 serves as the source for the data being analyzed,
and as the output destination for the end results.
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Elastic MapReduce Functionality

Develop your data processing application.

Amazon Elastic MapReduce enables job flows to be developed
in SQL-like languages, such as Hive and Pig.

If desired, more sophisticated applications can be run in: Java,
Ruby, Perl, Python, PHP, R, or C++.

Upload your data and your processing application into
Amazon S3.

Log in to the AWS Management Console to start an Amazon
Elastic MapReduce “job flow.” Alternatively you can start a job
flow by specifying the same information mentioned above via
our Command Line Tools or APIs.

Monitor the progress of your job flow(s) directly from

the AWS Management Console, Command Line Tools or APls.
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Service Highlights

= Amazon Elastic MapReduce enables you to use as many or as
few compute instances running Hadoop as you want. You can
commission one, hundreds, or even thousands of instances.

= You don’t need to worry about setting up, running, or tuning
the performance of Hadoop clusters.

= Amazon Elastic MapReduce is built on Amazon’s highly
reliable infrastructure, and has tuned Hadoop’s performance
specifically for Amazon’s infrastructure environment.

= Amazon Elastic MapReduce is designed to integrate easily
with other AWS services such as Amazon S3 and EC2.

= Secure and inexpensive.

@Zoran B. Djordjevic 41

Pricing

Region: US East (N. Virginia) E|
- Amazon Elastic
- Al EC2 P -
Standard On-Demand Instances mazon rice MapReduce Price
Small (Default) 30.065 per hour $0.015 per hour
Large $0.26 per hour $0.06 per hour
Extra Large $0.52 per hour $0.12 per hour

Hi-Memory On-Demand Instances

Extra Large $0.45 per hour $0.09 per hour
Double Extra Large $0.90 per hour 3$0.21 per hour
Quadruple Extra Large %1.80 per hour 30.42 per hour

Hi-CPU On-Demand Instances

Medium 3$0.165 per hour 3$0.03 per hour

Extra Large %0.66 per hour 30.12 per hour

Cluster Compute On-Demand Instances

Quadruple Extra Large %1.30 per hour 30.27 per hour

Cluster Compute Eight Extra Large $2.40 per hour $0.50 per hour

Cluster GPU On-Demand Instances

Quadruple Extra Large $2.10 per hour $0.42 per hour
= EMR prices are atop of instance prices.

= Amazon EC2, Amazon S3 and Amazon SimpleDB charges are billed separately.
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Create a new Job Flow
= Login into AWS Management Console
= SelectElastic MapReduce service
= ClickonCreate New Job Flow
Prommme
L € ¥ hipsssonssk s amatn e EIom A s ce e SR ied et B e [ -
TR AWE | Produch | Dawbipers  Cammungy | Sypoort | Aocaut Weloaaee, 2adbe 0y
Amazon Ecz || BSZON EL.:;I:. I:.51ﬂ1.-.|z|\:l-|
S @lmaner
Ragows W isEwl v (B Comeh msP | :
Frasminga| 21 B 4 € Imiciiichrioer 3 3
BMame Siunm Lressvm Dais Elapanid Tims llm-u:
| FdylabFlesaDl SF COMPLETED OI00203 X004 EET O hours 4 mérates {
@Zoran B. Djordjevic 44

2/23/2013

22



Select Sample Application
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Select your S3 bucket for output
Create a Mew Job Flow Cancal |6
IEECFY F.l.‘R.'lI.I-II'I'.
Chasza batwaan akthar sxacuting an axisting P eorpt or starting an nEaradive Pig s asEn.
= Exmcute a Pig Sorpt
Soript Locstion* elasiic map . ‘i e do-reports 2 pig
T locsbon of yo n Amaron 53,
Inpul Lescation: ﬂu“:m]mmmlurrphs'p'g npncmrnml
Cdput Lacation; |=:;I_ .‘-‘;mn1115h;|g m m|p,|| 3]12 19 1&
Exbra Args:
A
Start an Interschye Fig Sesmon
I".I - : i:x .. chva Lma ra o o 1 _'{:.«. : == W AN W
< Back | pre— ul * Roeuired Tkl
The example, the script, we are running is called do-report2.pig and is
written in a special scripting language written specially for Hadoop. We
will look at that language in fine detail during one of subsequent classes..
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Select Type and Number of Instances

Creale & Maw Jolr Flow Canmi %

COATGINT -\..- WETAMITE
Specy the mastar, core and Gk medes bo run vour jab flow, For more than 20 instances, complete the ime request farm

mry

nceE ArEgr Hsdooo tasks Eo core sned Eaek T

Maxter Tostamoe Groop: The E

Tecstaseca TYDA: | congll (1 2rnall) [=] I Aesgaeat Spoc Tratancs

ska and ebore data ustng de Hadoop Daknbuisd Fle Systom [HDF

Teestamecr Comnt: |
Lurshaders TYRE: | Small im1 amall| [=] I Ammuesr Soon Iresances

To ol Imiadelo Group (OpiEmad): Thaes B3 FaLeroes nar Had oo Tk, Tl oo med farest dara. Raonmmandad for capcry
et | @ bemporary Daks

Tmeytasmsce Commd: o

Iaeitgera TyPas | Emal) (mt smal Izl 1 metiest Spo Tretances
e B0 | IR,
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Select your Key and Logging Options
Create a New Job Flow Caresd [

i)
ADVAMCED OFTICRS
Here you erter advanced detals about your job Anw, such as an BC2 key par, to use VWP, and your job Aow debugang opbons
Amazon EC2 Hay Pairs o7 =]

Amazos VAL Sebeit 10 Frocaid without & VPC Susat O [ =]
un b b Mo P —— PWPC), pelact B oy bnek, Sas Craghe & YEC
Configurs wour kxgaing options. Laan mora.
Amazos 53 Log Path: winroranil 16 og/lagl1

Emable Dobepyiey: @ vao [T

Sat advarced job low options.

Heep Blive ©0 ves @ jo Vg meaang the o e wi
Termination Profection ' Yes & No
Visdble To Bl 1AM Users 0 Ves & Ko V5 meabns the o Wi
Back Aa
Gontue g
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Setup Bootstrap Actions

Create a New Job Flow Carcal (K

l:':"u"':':n'..'\- TR
W Pigesd W i Bt Ao
1k nok want to arsociste any Bootstrsp Actions with this lob Flow,

ROTE: Boobatrap Achons musk b a=socisted with @ Job Flow upon creabion, You will nok b= ahls tp sdd thass lsper
withaut cresting & naw Inb Flow

Coavfigsre wour Boolstrap Actions
Bak

= Bootstrap actions allow you to pass a reference to a script stored in
Amazon S3. This script can contain configuration settings and arguments
related to Hadoop or Elastic MapReduce. Bootstrap actions are run before
Hadoop starts and before the node begins processing data. Actions are
like: Install software on the node, Modify the default Hadoop site
configuration, Change the way Java parameters use Hadoop daemons

= You can specify up to 16 bootstrap actions per job flow by providing
multiple --bootstrap-action parameters from the CLI or API.
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Job need a few minutes to start
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Job is Running, Shutting Down
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Job Completed, Results
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We can control Job Flow thru EMR Command Line

= Download and install Ruby 1.8.7

http://rubyforge.org/frs/?group id=167&release id=28426

Select rubyinstaller-1.8.7-p398-rc2.exe, perhaps.
On Linux, do: $ sudo apt-get install ruby

= Download elastic-mapreduce-client.zip from
= http://aws.amazon.com/developertools/2264

®= Unzipinto c:\elastic-mapreduce-client
= AddC:\elastic-mapreduce-ruby;C:\Ruby\bin; toyour PATH.

= Inthe above directory create file credentials.json and add:
{

"access_id": "<insert your aws Access Key Id here>",
"private_key": "<insert your aws Secret Access Key here>",
"keypair": "<insert path of your amazon ec2 Key Pair file>",
"log uri": "s3://name of a bucket in s3 to place logs from job"
}
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credentials.json

= Be careful with the content of this file. It must be right.

"access_id": "AKGGGGHJITTWWWWEDTHJQ",

"private key": "gUlaTrEwIrQBsygh3w6253422cK+F1UeRtBWE",
"keypair": “ec2 hu",

"key-pair-file": "C:\AWS\hu\ec2 hu.pem",

"log uri": "s3n://zoranlllé6logOl/",

"region": "us-east-1"
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Examples of Command Line Usage

Listing Active Job Flows

ruby elastic-mapreduce --list
ruby elastic-mapreduce --list --active
ruby elastic-mapreduce --list --all

# create a job flow that requires manual termination

ruby elastic-mapreduce --create --alive

To create a job flow that will run a mapper written in python, all one line

ruby elastic-mapreduce --create --stream —-input \
s3://elasticmapreduce/samples/wordcount/input \

--mapper \
s3://elasticmapreduce/samples/wordcount/wordSplitter.py \

--output s3://zoranbucketOl

Bucket needs to be there but the output folder may not exist before the
command is run. If folder is present you get an error.

To terminate all active job flows
ruby elastic-mapreduce --list --active --terminate
# terminate a running job flow

ruby elastic-mapreduce --terminate --jobflow Jj-2WSXRVDHHO8T1
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Hadoop Streaming

= Rather than writing scripts for Hadoop in a special language or
writing jobs in Java, which is Hadoop’s native langauge, you can
write your Map and Reduce routines in almost any language
and use a utility called Hadoop Streaming to run them.

= We will demonstrate Hadoop Streaming using a provided
example.

= We will need an S3 output ST e p——
bucket or a folder for * & A & itipe/cansoée aws ameazoncam
outputs and perhaps a Bl Services ~

bucket or a folder for logs [ create tucher R
= | created buckets zoran003 | zuckets

and zoranlog rzit
iz}
g
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Add S3 Permissions to all Authenticated Users

= Right click on
your bucket

and grant Suckets

permissions to g il il
Authenticated % Cramtaeriacpr
users, B scibisani 7 Edit Permsions

Everyone and

Log Delivery. Viw pormices

= You are a bit
more generous
than
necessary.

Wisw PermEnnns

3 AsE more prras s
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Create New Job Flow, Streaming Job, Word Count

* Next we go to the Elastic Map Reduce service and create a job flow
» Name your job and select Word Count, a Streaming Application

Create a New Job Flow Carel (x|
HMama wour job Mow and select its typa. IF you dont have an spplcation bo non, uee ona of our samplas to et started.
Jub Flow Mame®: SahjraydabFlow
Hadoop Verslon®: | Hydaos 1103 (Amazon Distrizution) [=]
Create  Job Flow*s & Fun your own appication Werd eount is 2 Pythen sppdication that codnts
cantLiTanecacs of @ach werd in proddad documents.
® Fur a sample application Laam Mora e .
Word Counl |Sraaming) E
Chataw a Sampgk Azplcation
lehlu.ll-ﬁlhmmﬁ [Hiwa B rigni
CloudBurst (Custom JAA|
ChiisdFroaml HTTP Logfnakezar [Cusbar JAR)
Bpachi Ly Rapans (Piy Serist)
Fratinus
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Redirect the output to our Bucket

* We change the Output Location to our bucket. Just replace the
bucket name, leave folders unchanged. Hit Continue

Create a Mew Job Flow

L
RELEE PR FE R

Cancal ®

Sl the mappser and redocer lunchions for tha job Aow. Thass can b= spacfiad ekhar as tha nama af a predefinad straaming
ooaminad in Hadoop, of vou cam uplaad wour own oode for the mappar aned reducar fundtiors 0o Amazon S5 Tha farmat for
spackying a lotation in Amazon £3 s budedt_pnama’path_namea. Tha kecation shoukd point to an axeoutabla sonpt o binay.

Input Locatiom*: \abysticrmazred uc s anpl e e puntingal

Omatput Lecation®: zorand0diwa e mnteupab 20130223

Mappeiet - g s o e ' T i T DU Dnd ST By

Raducesr®: jgg.mqm =

ExFn Mg ;

Back Crabige 4 = Regurred Aedd
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Configure Instances

= These are tiny jobs always chose smallest numbers of
everything. Continue.

Create a New Job Flow

Carenl X

COMFIGURE [ IMSTARCES

Specify the master, core and task nodes to nun your job Aow, For mors than 20 mstances, complets the bmit request form

Master Instance Grop: THis -4 smigns Hadoop tasks bo core and task mock=s and moritors ther stabus
Incaance Typs: | 5mal [m1.small) [=] 7 Request Seat nstence

Lore Instancs eriap. il EC2 instancs un Hadsop task d shore dat
e f apack p .

Instance Count; 2

Ingtance Twps | 5mal [ml small) [=] 71 request Spat Instences

Task Instance Groep [Optional): sa ECZ instancas run Hadoop task

Instance Count; [

Instance Twps: | 5mal [m1 small) [=] 71 request Spat fnstences

Back
Conliin 4
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Provide your key pair and log folder

Create a New lob Flow Cancal W

[
Ve i

Hars you antsr advanced details aboak vwoir |ob Mow, such & an EC2 kay pair. to use WP, and vwoir job Mow dabuggin options.
Bmazom ECZ Key Pair: | .00 by [=]

Assazon VPC Subnet T8 pl -orrance

= eyt 3 VRS
Configure vour lagg@ing options. Leam mone
Amazen SF Log Path: 530 izoaniog
Emable Daebppping; & Yoz Mo
St advanced job Anw ophions
Heap Aliva & Yag [T
Termisstion Protaction = vaz & Mo
Visilds To All 1AM Users - vas = b rraana tha job flow will be vmble b 1AM users undar your &
© Badk Coname " R

* Change log path. Select EC2 Key Pair. Notice Keep Alive is YES. Leave it.
* Continue and then Proceed with no Bootstrap Actions
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Review your settings and Create Job Flow

Create a New Job Flow Cares =
W
Fleaze review the details of your job flow and dick “Creste Job Flow® when you are ready to bsunch your Hadoop Cluster,
Jab Flow Pammia: EsbordaylobFlow
Trpsie: Word Counk {Streamng) Edit Job Flow Dafinition

Tegewt Location: ralasticmapraduc e samp ke wordcounty input
Dutpwt Locstion: a0 S W O Ut 01 3-02- 13
HMapper: [ ralasticmapraduce) sampks/ wordcounty word Splitber. py
Reducer; aggregata
Extrn Args: o Edit Job Flow Paramatars
Masier Instance Type: ml.smal Instance Count: 1
Core Instance Typs; mi.smal Insfance Count; 2 Edit ECZ Configs
Bmaron BCZ Key Pair; SoF_ii
Bmarom Subnet Id;
Bmaron 53 Log Path; s3ns zoranksg
Erabils Debaspprsg: Yag Hesep Blive: tag
Termination Frotected; Mo Visible To Bl Users; Ho Edit Advanced Cptions
Bapeptsirap Actioms: Mo Bootstrap Actions created for this Job Flow Bt Brbotrag Scfions
Back Mobes Grce vou didk “Craste Job Aew,”
E_TILL inmtancas mil ba lunchad and yeu will ba
cherped acooeding by
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Watch the job flow

= Your jobs will take a few minutes to start, run, wait or fail

e ——

{5 Droste figs 6D Py

Waewlag Funning z
Blame Tnass Creation Daln Elmpsed Timn HMormasticed Insimnce Hoors
SaturdaykabFlos & ETARTING 20130223 WAZEET Do O mortis 1

U Croste K JuL P

viesiagi| Runmng ]

Blame Lrahe Crpsiacm Dnin Elapsed Time Morssdiced Inpinnce Hours
=T HIGT o T * RUNNNMG 20130223 W2 EET D s 1 rrdrei k|

A

G Cremis lirw job Fiew

e Tueng. B

[ U= Staia Craation Daes Elagrisd Timsa Hedmal | Lad bognie. o Hiwsik
Sarlurd gl oiFlaw o ARG 213-02-2) 14:02 E5T 4 haurs 4 moutee . 3
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Once Job Flow is Waiting you are Done

= Once the job flow moves to Waiting state you can go to your
S3 buckets and examine the results

£C3 Msragrrriaett Ll %1 g 43 planagamam Comcls = "q_ W - - - -
L @ f B roosoorsale awsamanan.oom s icme e (lan=us-east
[T Services
m Create Folder  Actions = Hone PFroperties | Transfers c &
Mistuets |/ Doran00d @ warssount | auiput | 3913-02-83
R Sloange Clasy Supe Liaed o fies]
ij _SUCCESS St 0 ytes Sl Fak 23 11098 GRT-00 20
L ] U prHiE Standam AT IKE Sl Feoc3 W00 GNT-300 2m
ij par-HsInY Standard SELEE Zal Pk 73 L4020 GT-500 200
O ranavnz Shan ATAKE Sl Fate 22 11111 GNT-800 21

= You can download any of the files, like part-00000 and read
the word count. Result is presented on the
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Word Count Output

{8 pan-M0SD0 TACLESS & of wewd cound) - G P
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1
&
1271,1 12
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| %=

Select EC2 Service and Review State of Your Instance

= Select EC2 Service first and then on the EC2 Dashboard, select
Instances

pren—————

C O s Consoke v B IMEZ0A M
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& 3 O |8 N consoke aws amazon cam
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Everes .
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B0

T A
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Instances Supporting the Job Flow
= There is always a master instance and as many slave instances

PR PRSP ¥ o SN S TR

Wewing: | Finning inetances [e] [ Al instmice Types [=] 1im 3ol 3 It

Mamu B AME A Aot Des Tannu Typu Slaiu Stanis C1 Alame 51 Manitors Secseliy  Bey Pair  Vimsails,

o ol am-edl o insiance | upeasil miamal @ nomn @ 202 c ¥ saaE Ebebefy 22 by sargadua

@l 1800 ami-eS4d) instanos : us-aEa-l omlsmal @ nnnin @ 2Tc oo Srab Ehistichli w02 hu  paradning

t T, ol 1dos ameeil) inslanes um-essl-l omlamal @ ononn @ 220 W bomc. Ebeiichl; ac by pemdnius
L EC3 Instance salacind.

d EC? Instance; - -

escripion | Status Checks | Menitonng || Tags

ll"":: an Elmshr HapReduce 2013:02-04-17-11-31-32 pymia3 {ami-=333446¢ Alprem Stafus;
L i PR e mastar. sk ndus
Typa: miama SAabe
schedoled Eyepis: juled events fe—
W T Sleevnd 1D:
Soare e Minsd. (ks Werinnlizatinn- narsirhs
WP T Sl 10
Somerer f Cinsd. ek Wiriunliratinn- narsirhas
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Let us SSH to the Master Instance

= |n the instance view, right click on the master instance and select
Connect. From the wizard that pops up copy the public DNS name
of your instance. In my case the DNS name was:
ec2-23-23-57-236.compute-1.amazonaws.com

= Open Cygwin window in the folder
zdjordjr@zdjordjr-PC /cygdrive/c/AWS/hu

= where you keep your key pair (ec2 hu.pem in my case) and type:
$ ssh -i ec2 hu.pem hadoop@ec2-23-23-57-236.compute-1.amazonaws.com

= You will get a Linux prompt in the home directory of hadoop user:

hadoop@domU-12-31-39-00-69-A7:~$ pwd

/home /hadoop

= On the Linux prompt you can run standard Linux (Unix)
commands. Since you are not a root, you might have to run your
commands as a sudo user. Just prefix your commands with sudo.
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Hadoop Environment

* hadoop is also an executable which actually controls your cluster.
You can for example, run the following Linux commands

hadoop@domU-12-31-39-00-69-A7:~$ pwd

/home /hadoop

hadoop@domU-12-31-39-00-69-A7:~$ which hadoop

/home/hadoop/bin/hadoop

hadoop@domU-12-31-39-00-69-A7:~$ which java

/usr/bin/java

hadoop@domU-12-31-39-00-69-A7:~$ 1s

PATCHES. txt hadoop-core-1.0.3.jar hadoop-tools.jar
bin hadoop-core.jar 1lib
conf hadoop-examples-1.0.3.jar liboe4
contrib hadoop-examples.jar libexec
etc hadoop-minicluster-1.0.3.jar native
hadoop-ant-1.0.3.Jjar hadoop-test-1.0.3.jar sbin
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Distributed File System, dfs command

= Hadoop has access not only to the local, Linux, file system. It also
has its own distributed file system (HDFS Hadoop Distributed File
System)

= We access that file system through hadoop file system shell, dfs.
Type

$ hadoop dfs

= and you will get a long list of options. We will present those
options on the next slide. Some of those resemble Unix (Linux)
commands. Some are different.

= We use those commands to create directories in the HDFS, copy
files between HDFS and the local file system, Internet and AWS S3
buckets.

= When you use dfs, you always prefix it with hadoop.
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File system shell dfs

hadoop@domU-12-31-39-00-69-A7:~$ hadoop dfs
Usage: java FsShell

[-1s <path>]

[-1sr <path>]

[-du <path>]

[-dus <path>]

[-count [-g] <path>]

[-mv <src> <dst>]

[-cp <src> <dst>]

[-rm [-skipTrash] <path>]

[-rmr [-skipTrash] <path>]

[-expunge]

[-put <localsrc> ... <dst>]

[-copyFromLocal <localsrc> ... <dst>]
[-moveFromLocal <localsrc> ... <dst>]

[-get [-ignoreCrc] [-crc] <src> <localdst>]

[-getmerge <src> <localdst> [addnl]]
[-cat <src>]

[-text <src>]

[-copyToLocal [-ignoreCrc] [-crc] <src> <localdst>]
[-moveToLocal [-crc] <src> <localdst>]
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File system shell dfs

[-moveToLocal [-crc] <src> <localdst>]
[-mkdir <path>]

[-setrep [-R] [-w] <rep> <path/file>]
[-touchz <path>]

[-test -[ezd] <path>]

[-stat [format] <path>]

[-tail [-f] <file>]

[-chmod [-R] <MODE[,MODE]... | OCTALMODE> PATH...]
[-chown [-R] [OWNER] [:[GROUP]] PATH...]
[-chgrp [-R] GROUP PATH...]

[-help [cmd]]
Generic options supported are

-conf <configuration file> specify an application configuration file
-D <property=value> use value for given property

-fs <local|namenode:port> specify a namenode

-jt <local|jobtracker:port> specify a job tracker

-files <comma separated list of files> specify comma separated files to

be copied to the map reduce cluster

-libjars <comma separated list of jars> specify comma separated jar
files to include in the classpath.
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File system shell dfs

-libjars <comma separated list of jars> specify comma separated jar files
to include in the classpath.

-archives <comma separated list of archives> specify comma separated
archives to be unarchived on the compute machines.

The general command line syntax is

bin/hadoop command [genericOptions] [commandOptions]

= For example, we can use dfs to fetch the Python script used in

our job flow:
$ hadoop dfs -copyToLocal\
s3://elasticmapreduce/samples/wordcount/wordSplitter.py

= The last dot (.) on the line is significant. This is “this” directory.
= Notice that options following dfs shell always start with a dash.

= Examine local directory and see the local copy of wordSplitter.py
hadoop@domU-12-31-39-00-69-A7:~$ 1ls -la wordSplitter.py
-rw-r--r—-- 1 hadoop hadoop 294 Feb 23 19:50 wordSplitter.py
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wordSplitter.py

= We can vi the Python script or transfer it to our local

Windows or Mac terminal and discover that it reads like:
#!/usr/bin/python
import sys

import re

def main(argv) :
pattern = re.compile("[a-zA-Z][a-zA-Z0-9]*")
for line in sys.stdin:
for word in pattern.findall (line):
print "LongValueSum:" + word.lower () + "\t" + "1"
if name == "_ main_ ":

main (sys.argv)
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Input Data

= We could similarly use good services of hadoop’s distributed
file system shell dfs and first examine the input folder and

then fetch the input data we used in the job flow.

hadoop@domU-12-31-39-00-69-A7:~$ hadoop dfs -Is
s3://elasticmapreduce/samples/wordcount/input
Found 12 items
-FWXIWXIWX 2392524 2009-04-02 02:55 /samples/wordcount/input/0001
2396618 2009-04-02 02:55 /samples/wordcount/input/0002
1593915 2009-04-02 02:55 /samples/wordcount/input/0003
1720885 2009-04-02 02:55 /samples/wordcount/input/0004
2216895 2009-04-02 02:55 /samples/wordcount/input/0005
1906322 2009-04-02 02:55 /samples/wordcount/input/0006
1930660 2009-04-02 02:55 /samples/wordcount/input/0007
1913444 2009-04-02 02:55 /samples/wordcount/input/0008
2707527 2009-04-02 02:55 /samples/wordcount/input/0009
327050 2009-04-02 02:55 /samples/wordcount/input/0010

82009-04-02 02:55 /samples/wordcount/input/0011

82009-04-02 02:55 /samples/wordcount/input/0012

1
-rwxrwxrwx 1
-rwxrwxrwx 1
-rwxrwxrwx 1
-rwxrwxrwx 1
-rwxrwxrwx 1
-rwxrwxrwx 1
-rwxrwxrwx 1
-rwxrwxrwx 1
-rwxrwxrwx 1
-rwxrwxrwx 1
1

-FTWXIrwXrwx
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Copy input file 0001 to Local File System

hadoop@domU-12-31-39-00-69-A7:~$ hadoop dfs -copyToLocal
s3://elasticmapreduce/samples/wordcount/input/0001

13/02/23 20:06:21 INFO s3native.NativeS3FileSystem: Opening
's3://elasticmapreduce/samples/wordcount/input/0001"' for
reading

hadoop@domU-12-31-39-00-69-A7:~$ 1s -la 0001
-rw-r--r-- 1 hadoop hadoop 2392524 Feb 23 20:06 0001
hadoop@domU-12-31-39-00-69-A7:~$

= Unix (Linux) utilities tail and head will tell us what are the lines
at the end and beginning of file oo1.
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tail 0001, head 0001

hadoop@domU-12-31-39-00-69-A7:~$ tail 0001
males age 16-49: 7,322,965
females age 16-49: 6,859,064 (2008 est.)
Manpower fit for military service:
males age 16-49: 4,886,103
females age 16-49: 5,525,764 (2009 est.)

Manpower reaching militarily significant
age annually:

male: 365,567
female: 352,643 (2009 est.)
Military expenditures:
1.6% of GDP (2006)
hadoop@domU-12-31-39-00-69-A7:~$ head 0001
CIA -- The World Factbook -- Country Listing
World Factbook Home
The World Factbook
&nbsp;
Country Listing .
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Terminate all Instances
= Since we had enough for the day, we should terminate all
instances, so that we stop incurring additional charges.

= Select all instances, and under Actions select Terminate,
and Yes Terminate.
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