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Abstract— With the ememenceof e-leaming, on-line tutoring
tools are becomingmore and more important. They changefun-
damentally the feedbackthat teacherscan getfr om their teaching
What becomesnow possibleis to extract meaningful information
from studenthomework available in e-form.

The model presentedn this paper servesasa support to repre-
sent,query, and mine studentanswersin this context. It provides
extensve descriptive statistics of the classioom, including most
common mistakesand shortestpathsto solutions. It makesit pos-
sible to extract more sophisticatedinformation. For instance,var-
ious classificationsof studentssuch as classificationby mistakes,
by mastered transformation rules, or by reasoningcan be con-
structed, or one can look for mistakes often associaed together.
Our approachis illustrated with the Logic Tutor, developped at
SydneyUniversity.

|. INTRODUCTION

With theemepgenceof e-leariing, flexible educatiam, andthe
increasinghumter of studentsn somefields, on-line teaching
tools are becaning more and more important. This charges
fundamentallythe natureof interactionbetweenteachersand
studentsSofar, managng studemanswersonsistedn manag
ing marks andcompuing statistics.Whatbecanesnow possi-
ble - andchallendgng - is the exploitation of studenthomework,
whichis availablein electroric form.

Our work aimsat analyzirg andmanagng the answersob-
tainedfrom studentaisingon-ine teachimg tools. Relevantpat-
ternscanbecorveyedin ameanimgful wayto bothstudems and
teachersStudentsouldfind outtheir level, progess,andeven
compmrethosewith respecto therestof theirgroup Teaches,
ontheotherhand,couldexamire this dataunder variousangles
to find trends comma mistales,mistalesassociatewvith each
other well-uncerstoodconcets,prodems,progess,andsoon,
possiblygroying studentsdy abilities,in orderto readjisttheir
teachingandprovide proper feedtackto their studentsSeveral
issuesneedto be addressedmanagiig studentsanswersn a
databasedeveloping appopriatedatamining techniaqiesspe-
cific to thelearningprocessandvisualizingandmanagng the
resultsof the mining algorithns. As a first step, to validate
our appoach,we make useof anexisting onlineteachir tool,
theLogi ¢ Tut or currerly in useat Sydne University It
is anon-line teachingassistanthatallows studentgo practice
formal proofs in propositionallogic. This systemis currerily
usedin uncergraduateteachingat the Information Techndogy
Schod at Sydng University, in a courseinvolving morethan
400students.
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We aim atanappoachthatcanbe usedfor online coursesin
geneal, in particdar for thoseoffered by the emeging online
campses. Most presentlyavailabletools provide help to dis-
play coursematerialondine, to facilitate electroniccomnuni-
cation,to managestudentsnarks, andsoon. However, they do
notinclude modudesto getfeedbak from studenton the con-
ceptsspecificto a given course andto analyzetheir answers.
Thecontrikution of our projectis to tacklethisissueboththeo-
retically andpractically

Quenyng andmining studentanswergequre to mocel stu-
dents answer Our appoachis basedn machire learninglike
techniqgiesandbearssimilaritieswith ACM system[7] or pro-
duction system[11] within the prodem spaceparadgm [10].
Needto elaboate systemsto classify studets is well-knovn
from traditioral teaching. Variows researctwork focus on the
studyof suchsystemqsee[5], [4], [8]). For examge, in [5] a
systemof classifyingstuden errois from essayexam answers
is developpedin thecontext of anintroductorymicroecmomics
course.Theseworksarenotlinkedto ary ondine teachingool.
Sometutoring systemg3] implement human teachingstrate-
giesandtacticsdeternining for examge taskdifficulty andde-
greeof assistanceRelevant classification®f studentanswers
may contritute to improve thesestratayies.

This paperis organizedasfollows. Section2 descritesthe
mockl thatsenesasa supprt for handlirg studentanswersas
well asthe basicqueriesthat onewould like to poseagairst
the proposedstructue. Section3 describesnoreelaborateop-
eratiors andintroducestechnigesfrom datamining. Section
4 illustratesour appoachin the context of the Logi ¢ Tu-
t or menticmed previously. Finally, Section5 draws our con-
clusions.

Il. MODEL

This sectionfirst introducesthe structurethat represets the
reasoing of thestudentslt includes boththevalid andthepos-
sibleinvalid reasoimg. Querescanbeposedagairstthis struc-
ture to extract meanindul information. They are informally
presetedin the secondartof this section.

Beforewe proceed we find it usefulto roughy clarify the
kind of ondine teachingtools we have in mind. We think of
toolsthat propase prodemsor exercisesto studentson a spe-
cific topic, like the Logi ¢ Tut or [1] proposeslogic exer
cises.Solvinga prablemmay necessitata nunberof interme-
diary steps.At eachstep,the studentgives someintermediary
resulttogetlter with ajustification. Eithertheresultandjustifi-
cationarecorrector thereis a mistale somavhet. In thelatter
casethetutorgives anerrormessageontainirg someexplara-
tion to the studentwho, then,mayre-c the step. The exercise
finisheswhenthe studenteitherreactesthe solution or gives

up.



A. Problemsolvingstructue (PSS

We needto considera collection of exercisesthat will be
chosemandsolved by grous of students.Many studentamay
choasethe sameexerdse. An exercise hasa certaindifficulty.
It hasafinite numter of solutionsandis solvedby eachstudent
in a sequene of steps.Eachstepof the reasoing is basedon
a justification. It is valid or invaid. In caseit is invalid, the
system- thetutor - notifiesthe studentwho malkesanotter try
eitherwith anotlerresult,or with anotter justification,or both
Note thatthe notion of justificationis context degendent. For
instancejn thecaseof theLogi ¢ Tut or, ajustificationis a
rule appliedto formuas. An invalid stepleadsto backtra&ing
in thereasoningA correctansweiis alist of valid stepdeading
to asolution

The mostnatura structue that comesto mind to mocel the
prodem solving evolution is a tree associatedvith a student
and an exerdse. At eachlevel, a stepin the reasonig is
represented,which is the justification, or rule, usedfor the
edge, and the intermediate result for the node. An invalid
justificationwill leadto aninvaid node,whichis aleaf of the
tree- or, in otherwords, a deadendin the reasonig. If the
justification and the result are correct, the justification leads
to a valid node and the process contintes until a solutionis
reached This is similar to workflows. Theroa of thetreeis
theprodemto solve.

Definition 1
A solvedexercise(SE)is a 4-tufe:

SE = (St(1), I, PS, PSS),

whereSt(l) is a studentwith a certainlevel, /,, is a difficulty
(which canbe definal with respecto thelevel of a studentas
an exercise can be easyfor a "good’ studen and hard for a
medicreond. Thedifficulty associateavith anexerciseis an
integerbetweenl andn, with n beinga predefinedparaneter
Finally, PS is the problemto solve and PSSis a problen
solvingstructureasdefinedbelow.

Definition 2
A problemsolvingstructure(PSS)is definedasatree:

PSS = (N, E),

whereN is afinite setof nodessuchthatPS € N, E C N x N
is afinite setof edges PS is thenode thatformstherootof the
PSS, i.e., it istheprodem statement.

More predsely,

o N = Ny UN;nya isthesetof all noces,whereN,,; rep-
resentghe setof valid nodesand N;,,,.; the setof invalid
nocks.

o E = FEyuiq4UEinvaiiq isthesetof edge. ThesetE, 44 IS
formedwith the correctjustificationsprovided by the stu-
dentwhile the set E;,,,q1iq 1S formed with the errar mes-
sagegivenby thesystem.

Thereis avalid edgee fromn; € N ton;y; € N if n; is
the steppropasedby a studentasa valid partial solutionto the
prodem, namely if avalid justificationwasusedanda correct
resultgiven There is aninvalid edgebetweenn; € N and
njy1 € N if aninvalid justificationwas proposedor mistale

SE1=(St1, 2, PS1, PSS1) SE2 = (St2, 2, PS1, PSS2)
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Fig. 1. Problen solvingstrucures.

hasbeendore in the result, or both. This leadsto an invalid
node,i.e. Nj+1 € Ninval -

Edgelabeling.

An edgeis labelledwith (i) the justification usedat this step
or theerrormessaggeneatedat this stepand(ii) the order of
the justificationin the reasoing at that stage(rememberthat
studems maytry a solutionandbacktack).

Nodelabeling.
A nock enconpasseshevalid or invalid resultin thededtction.
Theroat of thetreecontainsghe prokdem statement.

Solution.
A correct answelis a pathof thePSSleadingto a solutionleaf.
An incompleteansweris a PSSwhoseleavesareeitherinvalid
nocdesor nodes thataredifferentfrom the solution
Theseconeptsaresummedupin Figurel.
Figurelrepresentstwo solved exercises SE1and SE2with
the sameproddem statementand the samelevel of difficulty
with respecto theindividual levels of the students With each
SEis associate@ PSS,namelyPSS1andPSS2.Invalid edges
arerepresentedsthick lines. As we canseefrom theleft hand
side of the figure (PSS1),justificationj2, the first onefollow-
ing F1 cannd be appliedstartingF1 and studen St1 need to
backrackin her/lis reasonig andtry anotterjustification. The
studen chaosesjustificationj3 asa secondtry, which leadsto
F3. Note that mary mistales canbe madeat a certainstep,
e.g.,j4 andj5 at Level 3 in PSSL1. Finally, the fourth stepin
PSSlrepresentstheendof the prodem solving- theonly valid
leaf, F7. Notethatin PSS2the solutionwasfound earlierby
St2. Note alsothe importarce of ordeing edgesasillustrated
in PSS1betweerlevels 3 and4, for instance.Thiswill helpus
to do somereasonig onthereasoning

B. Queryingthestructue

Useful information for self-evaluation and classevaluation
canbeobtainedy perfamingtreesearchesitheronindividual
PSSS or on forestsof PSSS. They aredescriled below in the
form of querieghatcanbeposedagainsthestructue descriked
above.

1) Querieson individual students: Suchqueriesallow one
to checkonthe progressof a particularstudem, for instanceby
compringthenumter of invalid nodesin differentSE's for the
samestudeniandat the samelevel of difficulty.



2) Querieson groups of students: Thesequeries allow one
to compretheresultsof aclassandto groupstudent@ccoding
to certaincriteria. The number of usefulqueaiesin this context
is obviously large. Besidesthey maycon@rnasingleexercise
or asetof exercisesSuchqueriesinclude

« Who arethe studentavho did not find ary solutionto ex-

ercisePS1,PS2,andPS3?

« Who arethe studentswvho found the optimal solutionto

exercisePS1?

« Whoarethestudentsvhoalwaystriedinvalid rulesateach

stepof exerdse PS1?

« Whoarethestudentsvhohaveexactlythesamesolutions?

The results of the queres can be obtaned directly from
quering the refererce structures. Moreover, basicstatistical
opeationscanbeperfamed. More elaboraténformation,such
ascorrelationsbetweerresultsor patterndiscovery, canbe ex-
tractedthroughdatamining technigesasdescribedn thefol-
lowing section.

I1l. FURTHER OPERATIONS

In this section,we introduceopertionsto allow theteacher
to gan afiner insight of the classroomanda finer insight of
the mistales. Hierachcal classificationsene theformer goal,
associationshe latter Both techriqguesarewell known in the
dataminingfield [6]. We adaptthemto thetutoring context.

A. Hierachical classificatians

The goal of a hieradiical classifications to growp individu-
als in homaeneas classeswherehonogeneityis measured
by meansof a distancebetweenindividualsandgroups. The
numler of classess not known a priori. Rather classification
is stoppedwhen the distancebetweentwo groupesis too
big and doesnot gamanteeanymore the homayeneity of the
individualsgroupedtogether

General algarithm.

We supposehat we have a popuation of N individuals and
m attributes. Eachindividual is char&terizedby the values
takenfor eachof the attributes. This generalalgoithm makes
useof two differen distancesaninitial distance which mea-
sureshow differenttwo individualsare,andadistancebetween
groups andwe will describehesedistanceshortly Thealgo-
rithm findsthe classesasfollows.

1) Chooseadistancebetweertwo individuals.

2) Pairwise,calculateall initial distancedbetweerindividu-
als. Thisgivesa N x N triangular matrix of distances,
trianguar becagea distancds symmetric.At this stage,
the N individualsareseenas N classeseachclassbeing
commsedof 1 individual only.

Selecttwo classeswith the shortestdistancebetween

them.

Groupthesewo classednto anew one.Thus,thenumbe

of classesliminisheshy 1.

Updateall distancedetweeralreadyexisting classesand

theonenewly formed

6) Repeatstep3 to step5till the shortestdistanceabove a
giventhreshdd is reacledor till thereis only oneclass.

3)
4)

5)

1 2 3 |45
1] 0
21 0
3(150(45| 0
418578360
51721671222 ]|0

Fig. 2. Matrix of initial distances.

,2] 3 [4]5
1,2 0
3 45| 0
4 | 78(36|0
5 | 672220

Fig. 3. Matrix of distancesafterthefirst iteraion of the algorithm.

Theinitial distanceis usedin step2 to getinitial distances.
Its choicedepemls on the particulardata,individuals and at-
tributesthat the algoritm hasto classify Its chace is cru-
cial asit determins what aspectsof individuals the classifi-
cation concettrateson, and belov we shov how we proceed
in our context. The distan@ betweengroupsis usedrepeat-
edly in step5. We introduce three comnonly usedmethals
to definea distane betweengroups. With the singlelinkage
methal, the distancebetweentwo groypsis given by the min-
imal distanceseparatingwo individuals of eachgroup. With
comgetelinkage,it is the maximaldistancebetweertwo indi-
viduals of eachgroup that gives the group distance.With the
avera@g methal, thedistancebetweertwo growpsis calculated
summirg all possibledistancedetweerary two individualsof
eachgroupanddividing thissumby thenumnberof possibilities,
whichis | g1 | x | g2 |. Formally:

Let g1, 9> betwo groypsandd;(z,y) denotetheinitial dis-
tancebetweernindividualsz andy.

« Sinde linkage:

d(g1,92) = Mingeg, yeg.di(2,Yy)-

« Completdinkage:

d(91,92) = ma$z€g1,y692di(m7 y).

« Average

d(91,92) =

Zoeg.vean di(2,y)
lg1]x]g2]

As anillustrationfor thewholealgorittm, considess individ-
ualsandsupposehataninitial distancegivesthe5 x 5 matrix
of step2 asshown in Figure2. Supposehatwe choasesingle
linkage to generatéhegrowp distance Thetwo classesvith the
minimd distanceare {1} and{2}, sothey aregroyedinto a
new one,{1,2}. Completio of step5 gives the matrix shavn
in Figure3. Thedistancebetween{3} and{1} is 5 while dis-
tancebetween{3} and {2} is 4.5. Using singlelinkage, the
minimum is takenfor the distancebetween{3} and{1,2}. A
similar procedureis followed to obtainthe distancebetween
{4} and{1,2}, andbetween{5} and{1,2}. The minimum
distanceof the whde matrix is now betweenthe classes{4}
and {5}, which givesthe new class{4,5} After, the second
thenthe third iterationwe obtain the matricesshavn in Fig-
ure4. Hierarchcal classifications summaized graphically in
the form of a dendogram The dendpgramobtainedin this
exanpleis shovn Figure5.
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Fig.4. Matrix of distan@safterthe secondteration of the algorithm.
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Fig.5. Thedendr@ramobtanedfor the exampleFigure?2.

Thegenerhalgaithm givesdifferert classificationsgepend-
ing on theinitial distancechosen(and to someextert, on the
grop distancethough theimpactof thegroyp distancds quite
well uncerstood6]).

We propose different ways of associatingattributes to
prodem solving structues, and different choices of initial
distancesgachway givesa specificinsightinto the classroom

Insight into mistakes.

To classify studentsby mistalesis to group togetherstudents
makirng the samemistales. A studentis charaterizedby the

answerhegave to a particularexercise.Let SE; 1 <;<n, bethe
N structureobtainedrom N studentgo agivenexercise PS.

First, we constriet the set Mg of all erra messagesccuring

in the N structues. Thus,Mg = {m4,..., my} if they are
M differert errormessagesccurirg. With this set, we build

atablewith NV linesfor the NV structuresSE; and M columms
with alin line (¢, §) if structureSE; contairs aninvalid edge
with labelm;, and0 otherwiseasshawvn in Figure6. In other
words, (4, 7) is 1 if andonly if student hasmademistale with

errormessagen ; while solvingexerdse PS.

We obtain a table having only binaly attributes. Focusing
on mistales, absenceof mistalesis not informative. In other
words, it makesno senseo take into account in the distance
between andj attributeswherebothi andj get0. However,
it makessenseo take into account attributeswhereboths and
j getl, asthey bothmake the samemistale andmaybothneed
further explanationsfrom theteachefor thesametopic. There
fore, we propcsetwo distancesThefirst oneis definedfocus-
ing on non-ommonmistales,while the secondone (basedn
Dice coeficient)is definedfocusingon mistalesthatboth stu-

mi mo ms
1] 1 1 1
2 1 1 0
31 0 0 1
41 0 0 1

Fig.6. Tableof mistalesfor 4 studensand3 errormessages.

dentshave made.Let ¢ bethe nunberof attributeswhereboth
i andj get1, r bethe numbe of attributeswherei gets1 and
Jj gets0, andt¢ bethenumbe of attributeswheres gets0 andj
getsl.

r+t

1) dN(1/7J) = q+r+t”

2) dpli,j) =1 - 585
Takingtheindividualsof Table6, onehas:

dn(1,2) = 1 =0.33,dn(1,3) = dn(1,4) = 2 = 0.66,
dn(2,3) =dn(2,4) =2 =1,dn(3,4) = 2 =0.
dp(1,2) =1-%=0.2,dp(1,3) =dp(1,4) =1- 2 = 0.5,

dp(2,3) =dp(2,4)=1-3=1,dp(3,4)=1-1=0.

This can be easily extendel in the casewhere answersto
severd exercises,insteadof one, are taken into accoun (the
exercisesneednot to be the samefor all students). The set
Mg is simply erra messagefom all invalid edgesseenin all
structues.

Insight into mastered rules.

To obtan a classificationwhere studentsgrouped togetter
mastersimilar know-how is similar to the classificationby
mistales. The differerce lies in the colunm of the table. To
build the table, one takes the set J containirg all correct
justificationsof all valid edgescontairedin the IV structues.

Insight into mistakesand masteredrules.

To obtan a classificationwhere studentsgrouped togetter
malke similar mistales and mastersimilar knowledge is also
dore in a similar way. The columrms of the tableare obtaired
takingMg U J.

Insight into reasming.

To classifystudentdy reasoing is to group togetter studeis
who obtaina solutionin the samestraightbrwardway. For ex-

ample studentsvho have found a shortessolutionstraightvay
shouldgo in the sameclass. Studentswho first try onealter

native beforethey enga@ on the way to the shortesipathto a
solutionshoud belongto otherclassesdepeilingonhow long
they wentin the wrong direction. To achieve a sensibleclas-
sification, we do not apply hierachical classificationstarting
with thewhole popuation, ratherwe perform aninitial cluster

ing andapplyhierarchical classificatioron eachof theseinitial

clusters.

Letmy, ..., m, then different pathsto solutiors for the ex-
ercisethathasbeensolved. Thesepathsaregroyedby length
whichgives Iy, ..., I,,, m < n. l; contairs all pathsto a so-
lution with the shortestpathlength [, containsall pathsto a
solutionwith the secondshortest pathlength,andso on. We
malke aninitial clusteringof structues. This initial clustering
contairs at mostm + 1 clusters,Cy, C4, ..., Cp. Cy is the
setof structuesnot containirg a solutionpath,C; is the setof
structues containirg a solutionfrom setly, ..., C,, is the set
of structuescontainirg a solutionfrom setl,,,.

We perfam a hierarchical classificationon eachindividual
clusterC;. First, the set Jo of all justificationsof all valid
edges occuring in treesfrom C; outsidethe pathto the solu-
tion is constricted. Jo contairs all justificationsthat did not
contiibuteto the solution With this set,onebuilds a tablewith
| C; | lines (] C; | mears cardinalityof C;) and| Jo | columns



Ji | J2 | Js
110|010
2111110
3]0 0| 2

Fig. 7. Tableof justificationsnotleading to the solution

with a inline (4, ) if tree PSS; containsz occurencesf valid
egdes with justificationj; outsidethe pathto solution. Sucha
tableis shown in Figure7. In othe words, (4, j) is a if and
only if student hasuseda timesjustification;; for thewrong
purpose,becauséd did nothelpto find the solution
We have atablewith quantitatie attributes.Amongexisting
distance®@nquariitative attributes thosethatarerelevantin our
contet arethosethattake into account all attributesandthatdo
not standarize values. The generlisedeuclidea distanceis
the onefrom geonetry gereralizedto an arbitrary numter of
attributes. If somejustificationsare more important thanoth-
ers,the teachemight wantto useweighs asin the weighted
genealised euclidea distance The mantattan distancesim-
ply adds the differences(in absolutevalue) obtainedfor each
attribute.
1) Genealisedeuclideardistance
de(i,5) = /=G, ) — G, k)2,
2) Weightedgenerlisedeuclidean distance:
du (i) = \/SE=7we x (i, k) — (3, k))?, wherew,
is aweigth.

3) Manhatandistance:

din(i,5) = Sp=7° | (i, k) — (G, k) |.

Takingtheindividuals of Table7, onehas:
(1,2) = VI+1=141,d.(1,3) = V4 =2,
(2,3) =v1+1+4=245.

m(l 2)=1+1=2,d,(1,
(2,3)=14+14+2=4.
Contraryto themistalesor masteredulescasejt is notob-

vious how to extendthis classficatiortaking several exercises

into account.

d.
d,
d 3) =2,
dpm

B. Associatios

Quite often studentamake morethanonekind of mistales.
If ateacheis awareof mistalesthatoftenoccurtogethemnhile
solving an exercise,shemay take this factinto accountin her
teaching The goal of associatiormining techniqesis to find
items,in our casemistales,oftenoccurirg togetter.

General Algorit hm.
We supposehat we have a popuation of N individuals and
eachindividual is charaterizedby a list of items. Figure 8
givesanillustration. Individual 1, for instanceijs chaacterized
by thelist (1, 2).

Items often occuing togetter are given by rules of the fol-
lowing form:
3 — 4, support 0.4, confdence).66, or
1 — 2, supprt 0.2, confilence).66.
Thefirst rule meanghatif item 3 is presentthenitem 4 is also

ltemlist
1,2)
1,2,3)
1,3,4)
(2,4)
(2,4,5)
(2,5)
(3,4)
(3,4,5)
(3,4,5,7)
10 | (3,5,6)

Fig.8. 10 individuads andtherr list of items.
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preseh This is suppoted by 40% of the individuals with a
conficenceof 60% .

Theconceptsupprt andcorfidencehave aprecisemeanirny
thatwe introducenow. Lett;1<;<n, be N lists of data,andI
bethesetsof itemsoccuring in all ¢; 1 <;<n. In our examge,
wehavel = {1,2,3,4,5,6,7}. Oneis looking for rulesof the
form X — Y, with X, Y C T having suppat andconfdence
above a minimum threstold.

o Supprt: sup(X - Y) =
t; | XUY C¢;
« Confidence:conf(X —Y) = w

Theconcepof suppat is to make surethatonly itemsoccuring

oftenenoud in thedatawill betakeninto accoun to establish
theassociationules. Confiderte measuresvhetherY” is really
impliedby X. If X occus alot anyway, thenalmostary sub-
setY couldbeassociatedvith it. A confiderre whichis high

enowgh makessurethat X andY have somecausalink.

The algorithm [2] works by constreting severd extra
lists. First, list I; of single mistales having the desired
suppaet is corstructed. Let us take a minimum suppat 20%
with the dataof Figure 8. sup(l) = & = 30%, hence
sup(1) > 20%, soitem 1 belorgsto /;. Making similar
calculatians for all itemsleadsto I; = (1,2,3,4,5). From
l1, onededwcesthelist I; of pairshaving a supmrt above or
equa to the minimum. For exampe sup(1,2) = % = 20%,
but sup(1,4) = % = 10%. Making similar calculations
for all possible pairs of the list I; gives in our exanple
o = ((1,2),(1,3),(2,4),(2,5),(3,4),(3,5),(4,5)). Then
thelist I3 of tripleswith suppat above or equalto theminimum
is constructd, which gives herels; = ((3,4,5)). In our
exanple no extra list can be addedbecase no quaduple
hasenoudn suppet. From eachlist [;,4 > 1, onetries ary
combnationandonly ruleswith acorfidenceabove thedesired
threshdd arekept. For examge, conf (2 — 4) = 2 = 66%, or
conf(2 — 4) = 2 = 40%. Takingruleshaving a confiderce
greateror equal to 60%, we getthe associatiomulesshavn in
Figure9.

{t:| XUYCt:}

Associatins for mistakes.

To adapthegenerahlgolithm to ourcontet is straightfaward.

Let PSS; bethetreerepreseting theansweof student. From
this treewe constriet the list ¢; which containsall erra mes-
sageof all invalid edgesof tree PS.S;, i.e., all mistalkesmade
by this student. The setof items I is thenformedby all errar

messagesf invalid edgesoccuring in the N trees. The data



Rule Suppat | Confidece
1—-2 20% 66%
1-3 20% 66%
3514 40% 66%
43 40% 66%
5—3 30% 60%
5—4 30% 60%

4,53 | 20% 66%
3,54 20% 66%

Fig.9. Associdion rulesobtanedfrom the dataFigure8.

obtairedthatway canbe minedfor associationsisingthegen
eralalgorithm.

In ateachingcontet, it makessenseo have a suppat anda
confickencewhich arenottoolow. Indeed only mistalesoccu-
ing often enogh togethemeedspecialcarein teachimg. Mis-
takesthat occurseldomare given by the descriptve statistics
andmayneedsomespecificactionwith thecorcernedstudents,
notnecessarilyarevision of theteachingmateriallik e mistales
associatetibgetler might need.

Associationdor mistalescanbe easilyexterdedin the case
whereanswergo severalexercises,insteadof oneexercise,are
taken into accoun (the exercisesneednot to be the samefor
all students).An algorithmic issueworthwhile to explore is to
dedwce associationor a setof exercisedrom the associations
obtairedfor eachexerciseseparately

IV. ILLUSTRATION

The main motivation for our approgh comesfrom the
Logi ¢ Tut or [1], ane-toolto train studentsn aspeciaffield
of logic calledthelogical prods. It hasbeenusedfor two years
now in the couise 'Languagesand Logic’ followed by more
than400 studets enrdled in compuer scienceat the Univer-
sity of Sydng. Theimpressie amaunt of datacollectedled us
to theideaof exploiting themin away thatwasnever done,but
alsonotpossible pefae.

A. Geneal presentatiorof theLogi ¢ Tut or

An exercise is a setof formulasfrom propcsitional logic.
This setis compaedof the premisseplus one particdar for-
mula called the conclusion To solve an exerciseis to derive
the conclwsion from the premissesy applying rulesof logic.
A stepof the derivation works asfollows. The studem selects
formulas,eitherpremissesor formulasalreadyderived, applies
alogicalrule to themandobtaina new formula whichis added
to the set. If the studentmakesa mistale in a step,the tutor
givesimmediatefeedbak aboutthe natureof the mistale and
atip to correctit. Thederivation stopswheneitherthelastfor-
mula obtaired by the studentis equalto the conclusion or the
studeniives up.

As anexanple corsiderthe exercisebelown with 4 prenisses
andtheconclwsionintrodwedby |-.

1-(A vV (B— D))

2-(-C - (D= E))

3-(4 = O)

4--C

Prem. No. Form. Just. Refs.
3 1 (A->0C) P
4 2 -C P
3,4 3 -A MT 1,2
Fig. 10. A stepof thelogic exercise.
Prem. No. Form. Just. Refs.
3 1 (A = O) P
4 2 -C P
3,4 3 -A MT 1,2
3,4 4 -AVB Add. 3
1 5 (AvV (B— D)) P
1,3,4 6 (B— D) DS 3,5
2 7 (-C - (D> E)) P
2,4 8 (D — E) MP 2,7
1,2,3,4 9 (B—E) HS 6,8

Fig. 11. A possibleanswer

(B — E).

Three stepsof aderivation areshovn in Figurel0.

Thecolumm Prem. refersto the prenissesused,No. to the
line numbe of thederiation, thecolumnForm. is aformua,
Just. is thelogical rule usedand Refs. arethelinesthelogical
rule appliesto. Thespecialogical rule thatallows to write line
1 and2 is P indicatingthatthesetwo formuas are prenisses.
Thelogical rule thatallowsto write formua — A4, line 3,is MT
for ModusTollensandit appliesto lines1 and2, makinguseof
premsses3 and4.

Supmsethatthe studentmakesa mistale, andusesthe jus-
tification M P for Moduws Poners insteadof MT. TheLogi ¢
Tut or checksstephby stepthe answerof the student. This
stepis checled asincorred becauseModusPoners cannotbe
appliedto the two lines enteredby the student. Thel ogi ¢
t ut or looksfor areasorto the mistale. Thefirst searchs to
checkwhetherthe studentmadea mistale in the choiceof the
rule,i.e.,whetheranotherule appliesto thetwo linesindicaed
by the student.This is the casehere. TheLogi ¢ Tut or re-
jectsthe input of the studentandprodiwcesthe following errar
messagénvalid justificationModusPonenscanrot be applied
try ModusTollensinstead Theinput of the students rejected,
so the studenthasto give anothe input, however the mistale
is saved by thetool under the nameinvalid justification Modus
Poners.

A possibleconpleteanswetto this exerciselik e it would be
in thefinal window onthescreeris shavnin Figurell. As al-
readymentiomed, P meangremisse M T mears ModusTol-
lens Add standsfor Addition, DS standsfor DisjunctiveSyl-
logism M P meansModusPoners, and H S standsfor Hypo-
thetical Syllagism The mistale doesnot shawv up becausg¢he
Logi ¢ Tut or doesnotacceptwrong inputs. Ratherit helps
studerts to correcttheir mistakesandto producecorred inputs.

B. Castinganswes into problemsolvingstructues

Presentlycompleteanswersjncluding mistales, are stored
andpartof the extensive descriptve statisticsasdescribedear



P,1
31 (A->C)P
P,2
1J MP, 3
4 2~CP 2,4 3~A MP 1,2
MT, 4
P,6
3,4 3~A MT 1,2—— 1 5(A|(B->D)) P
Add, 5 DS, 7

34 4(-AB) Add 1,2 134 6 (B->D) DS 3,5
P8

2 7(~C—>(D->E)) P

MP, 9

2,4 8 (D—>E) MP 2,6

HS, 10

1.2.3.4 9 (B—>E) HS 5.7

Fig.12. A problem solvingstrucurefor thelogic exercise.

lier in the papercanalread beobtaina. Statisticson mistales
have alrea@ provenusefulfor revisions[9].

We illustrate on our running exanple how ananswelris cast
into atreestructureasdescribedn Sectionll. Theresultingtree
for the answerof Fig. 11 is showvn in Fig. 12. Let uscall our
exercise, compsedof the four premissesandthe corclusion,
PS. Therootis labeledwith PS. Eachnodecontainsaninput
asgiven by the student,while eachedgegiveseitherthe rule
usedin the inpu, or the errormessage@iven to the studentby
thesystem.

Onenoticesthatthepresentreehas3 leaves,oneis ainvalid
nock becageof the mistale. Thenode usingtherule Addition
shavs a wrong directian taken by the student. The last leaf is
thesolution.

V. CONCLUSION

In this paperwe have preseteda geneal modelto repesent
studentanswersobtaired from on-line tutoring tools. Our ap-
proachusesatreestructue capturig bothmistalesandcorrect
reasonig of studems. This modelallows to processexercises
moregenerathanmultiple choice ones.

Thanis to this suppot, meanindul informationfrom a ped
agodcal viewpoint canbe delivered to teaches who canthen

persomlize andadjusttheir teaching This includesclassifica-
tion of studentshy mistales, by masteredulesor by reason
ing. Furthernore, we mine mistalesfor associationsThis ap-
proachof finding mistalesoftenoccuring togethe cortributes
to anew feedbackfor teachersvho maytake it into accourin
theelaboationof their coursematerial.

We haveillustratedourmocel takingtheLogi ¢ Tut or ,an
e-tod to train studentsn formal prods andcurrently in useat
the University of Sydrey.

Our currentworks follows two directians. First, we areim-
plemerting the associatioralgorithm to mine the databasef
theLogi ¢ Tut or . Indeed finding patterrs of mistalesoften
occuring togetter couldleadto revisetheway logicalrulesare
introducedto studentsn thelogic coursewherethetool is used.

Second we are validatirg our appoachwith further exer
cisesthatfall in the scopeof on-lineteachingtoolswe havein
mind. As afirst exanple, we took an exerdse on if statement
solvedby undegradiatestudentgollowing a coursein “Intro-
ductay Progamming” at the University Leorard de Vinci in
Paris. We have perfameda hierarclical classificatiorby mis-
takes of the studentsfollowing the methal presentd in Sec-
tion 11l taking distancedy. The resultshows a strongcorre-
lation betweerthe classificatiorby mistaleswe have obtaired
andtheranking of thestudent®btainedoy traditioral way (hu-
manmarks), which is encouaging. This preliminay work has
putin evidencea shortcomingof currently availabletools of-
fering hierardiical classificationgspeciallythedraving of den-
drograms.As afuture work, we wantto improve thereadabity
of dendogramsfor teaches andobtainaninformative sequene
of thestudentsalongthe horizantal axis.

Futureresearchincludesalso an extensionof insight into
mistalesor into mastereduleswherenotonly mistakesor mas-
teredrulesaretakeninto accountput alsotheir order For ex-
ampleif a studentmakes a mistale, noticesit and corred it
by apgying a correcttransfomationrule associatetb the mis-
take, a teachemight considerthatthe studenthasunderstood
the mistake anddoesneedfurther explanations.Severd varia-
tionsarepossibleandneedto be explored.

Finally, futureresearclincludesexploring otherdatamining
algoithmsandtheirapgicationto theeducatio contect aswell
asthe study of a generalplatform to easethe developmert of
on4ine tutoring tools.
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