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Abstract— In our project on multiagent for web mining, we
developed KAR OKA (Keywords Association Rules Optimizer
Knobots Advisers) as a model of discovery in text databaseused
in WWW. In this paper, we explain our model and its application
to discover new research topics in scientific domain on the web.
This tool aims to support researchers for their bibliographical
investigationand help to avoid information overload. The WWW
sources are converted into a highly structur ed collection of
text. Then, KAR OKA tries to extract topics, association rules,
regularities, exceptionand useful information in the collection of
text.
KAR OKA techniquesaredescribedsuchasclustering, generation
and pruning of keywords combination, and summary proposalof
discovered information. We detailed in this paper our experiment
results.

I . INTRODUCTION

Automatedresearchtopics discovery on scientific domain
by agents system is introduced in this paper. Automated
topicsdiscovery or unsupervisedtopicsdiscovery (UTD) were
introducedand elaboratedin Schwartz [Schwartz et al. 01].
Agents systemwere largely presentedin the past years to
dealwith informationoverloadof World Wide Web (WWW)
users [Klusch M. 01]. Agents system is defined as an au-
tonomous,computationalsoftware entity that has accessto
oneor multiple, heterogeneousandgeographicallydistributed
informationsources,andwhichproactively acquires,mediates,
andmaintainsrelevant informationon behalfof usersor other
agentspreferablyjust-in-time.

Researchtopics in scientific domainsignify the topics are
scientificallyinvestigatedandresultsareapprovedby scientific
committeesandpublishedin legacy databases(library) or the
WWW. Thus researchtopics are different from searchtopics
in searchengines.Specializedsearchengineson scientific
domain such as scirus (www.scirus.com)and ScienceDirect
(www.sciencedirect.com)allow usersmanually to find scien-
tific information. Agentscan be usedto enhancethosetools
fulfil usersrequests.

The agents system has a purpose to extract informa-
tion or knowledge from the data in bringing relevant in-
formation, regularity, novelty and understandabilityto the
results.Agents are built with the artificial intelligencetech-
niquesand information retrieval methodologiessuch as au-
tomated text categorization, machine learning, topics de-
tection and tracking, clustering, and probabilistic models

[Mitchell 96], [Sebastiani99], [Miller et al. 99]. Our agents
systemcanbe classifiedasweb mining agentsor information
discovery agents describedin literature [Cooley et al. 97],
[Levy et al. 99], [Chakrabartiet al. 99].

This paper considersthe design and implementationof
the agentssystemto achieve the desiredgoal as automated
researchtopics discovery. The generalarchitectureand the
preprocessingsystemarebriefly presentedin this paper.

The agents system is called KAROKA (Keywords
Association Rules Optimizer Knobots Advisers)
[Ramamonjisoaet al. 01]. KAROKA tries to discover
information from various distributed sourcesand presentsit
to the userin the form of a digest.

The casestudy in this paper is the discovery of research
topics on “computer network.” We try to determine:“what
are possibleand promising researchtopics accordingto the
informationon the WWW in this domain?”

In section 2, we describeour KAROKA model. Section
3 explains the associationrule mining. Section4 details the
exampleof KAROKA useand experimentalresultsin “data
mining trendsand forecasts.” Section5 summarizesthe paper
anddescribesour future work.

I I . KAROKA MODEL AND ARCHITECTURE

KAR OKA objectivesareto designagentsthat canprocess
userqueriesin domainspecificresearchareas,collect WWW
sourcesrelevant to the queriesas a researchcorpus,extract
keywordsandrulesfrom theretrievedsources,infer or induce
to determinepossiblenew researchtopics in the domain,and
presentresultsas ‘list of possiblenew research topics’ in the
domain. KAROKA (seefigure (1)) useskeywords extracted
from technicalandprojectpresentationarticlesavailablein the
WWW documents.

KAROKA does not searchthe WWW itself but instead
launchesmultiple agentsthatutilize existing indexing engines
andperforma ”meta-search”in order to collect anddiscover
information that is broadly of interestto the user. Then the
systemfurther analyzesthe retrieved documentsin building
keywords databaseandstructuredtree suchas indexes to the
researchtopicsdomain.KAROKA knobotsmonitorfrequently
changinginformationresourcesandupdatethe database.
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Fig. 1. KAROKA modelandanalysis: Userfocusesto the researchtopicsin found web pagesby a searchengineaccordingto a queryin a specificdomain
(in this figure, the domainis in ComputerScience/ArtificialIntellicenge/Machine Learning/Knowledge Discovery and Data mining). Documentsareretrieved
from URL andarestructuredto researchtopicstree.Research topicsarecomposedof oneor several keywords.Keywordsareclassifiedinto methodkeywords
or applicationkeywords. According to our strategiesandalgorithms,new researchtopicsarederived

Accordingto the researchtopic area,it generatesandcom-
bines randomly keywords of researchsub-topics.Strategies
and constraintsfor the new topics selection are basedon
classificationtechniques,associationrules,andverificationon
the WWW.

Our agents’architectureis depictedin the figure (2). Each
agent’s input and output is detailed with the internal or
external knowledgeor databases.Agentsinterfaceis written
on scripting languagePerl. Internal processesandalgorithms
are codedin conventionalprogramminglanguagesuchas C
or Java. Eachtask is describedin detailsbelow.
1) Someresearchtopics are alreadyindexed and categorized
hierarchically in the searchenginesvia the Web. Thosere-
searchtopicsaregeneralandcommon.For example,the hier-
archy of the researchtopics on Data Mining andKnowledge
Discovery hasmany sub-topicsasrepresentedin table (I).

The first taskconcernsthe preparationof the corpus.
After the userentereda query from an interface,the system
usessearchengine to find general ‘researchtopics’ to the

researchdomainhe/sheis interested.Thesystemselectssome
URLs from the searchresultsto start the discovery of new
researchtopics.For eachURL pages,thereis a list of contents.
Thesystemfocuseson thecontent‘r esearch topicsor research
areas’ if it exists.Thesystemretrievesall documentsin found
sectionandstoresin hiscomputer. If thedocumentis in HTML
format, then documentis transformedto structuredtext, the
headersare treatedasa specialtype of keyword.
2)Thesecondtask is the keyword extraction.
One obvious method to extract keywords is to find the
keywords as the authors defined in the document. Some
documentssuchasarticlesor technicalpapers,researchreports
containexplicitly the keywords. Theseexplicit keywords are
treatedwith priority. By experience,we state that they are
potentialresearch topics.
Documentswithout explicit keywords are processedwith the
documentrepresentation(bagof words)[Salton89]. By using
our categorizationmodel,we canextract the importantwords
in the bag of words. Some rules are created during the



TABLE I

CATEGORIZATION OF RESEARCH TOPICS

Computer Science>Artificial Intelligence>Machine Learning
Machine Learning>Knowledge Discovery>...

Data Mining>Application>...
Classification>...
Feature Selection>...

Classification>Decision Rules - Winnow - TFIDF - Naive Bayes - ...
...

(use wget like)bots

knobots

Agent file converter

Web

HTML,text
ps, pdf
files, directories

(use pstotext, pdf2ps, 
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Agent data cleaner
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tf,idf,tfidf, cosine,ngrams)
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Fig. 2. KAROKA agentarchitecture

extraction. Rules concern to separatethe words with low
frequency andhigh weight.
The agentfiltering and clusteringallow to cleanthe databy
usingfeatureselectionandto classify the two kinds of topics
asknown or unknown.
3)Theclassificationandmining tasks.
The classifieras its nameclassifiesthe keywords as“method
keywords” and “application keywords.” The “method key-
words” are related to the researchtopics and their sub-
topics generally already known in the researchcommunity.
The “application keywords” are relatedto the other domains
that the methodsare applied. Domain ontologiesare used
accordingto their availability.
The mining task :
First keywordsselectionconsistswith the eliminationof high
frequency keywords. They are too common for the topics.
Remainingkeywords from the first selectionare combined
two-by-two to obtain the trendsof the researchwithin these
researchtopic keywords. We then check with the knobot
advisermodulethe relevanceof thesegeneratedcombinations
of keywords in the Web.

According to the relevanceof the keywords in the Web, a
secondselection is necessaryto eliminate again the high
frequency keywords. The samemethodas in first selection
is used.At this stage,we observed the existenceof research
topics classes.The high frequency keywords classis belong
to the known researchtopics.Low frequency keywords class
may be new researchtopicsor irrelevant keywords.However,
thesecriteria do not have effect to the applicationkeywords.
We applied the first selection method to the application
keywords. Weaddedtheapplicationkeywordsto two combined
keywords result of the previous secondkeywords selection
method.We thengeneratedtrendsof researchtopicsbasedon
threekeywords as two methodkeywordsandoneapplication
keyword. A final check with the Web is realizedto get the
new researchtopicsproposals.
An associationrulesmoduleis usedto link theclassifiedtopics
to the new topics and estimatethe maximumrelevance.The
criteria for the relevanceare the occurrenceand the rank of
the relatedURL given by the searchenginesuchas first 10
or 100 matches.
The knobot thenchecksthe URL to confirm the relevancy by
collectingpossibletechnicalpapersor reports.

I I I . KEYWORDS ASSOCIATION RULES

Basically, associationrule mining searchesfor interesting
relationshipsamong items in a given data set. We adopted
the notationsproposedby the inventorsof fast algorithm for
associationrulesmining[Agrawal et al. 94].
Let
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Rulesthatsatisfybotha minimumsupportthreshold(min sup)
and a minimum confidencethreshold(min conf) are called
strong.
A set of items is referredto as an itemset. An itemsetthat
contains J items is a J -itemset. The occurrencefrequency
of an itemset is the number of transactionsthat contain
the itemset. An itemset satisfiesminimum support if the
occurrencefrequency of the itemsetis greaterthan or equal
to theproductof min supandthe total numberof transactions
in � . If an itemsetsatisfiesminimum support, then it is a
fr equent itemset.
Associationrule mining is a two-stepprocess:

1) Find all fr equent itemsets: each of these itemsets
will occur at least as frequently as a pre-determined
minimum supportcount.

2) Generate strong associationrules fr om the fr equent
itemsets: theserulesmustsatisfyminimum supportand
minimum confidence.

The keywords associationrules are basedwith the apriori
algorithminventedby Agrawal et al..

A. Apriori algorithm

Apriori algorithm is composedof a basic algorithm for
finding frequentitemsetsanda procedurefor generatingstrong
associationrules from frequentitemsets.

1) Support of Itemsets: Let K be the set of all item
setsunderconsideration.The supportof an itemset L is the
percentageof thoseitem setsin K which contain L . If MN�OK
is the setof all item setssuchthat PQ�SRBM : L��T� , then:
'�6H7U7Q9<;<=>,VL 0 � 5 M 5 WX5 K 5>Y$Z
[U[

2) Confidenceof AssociationRule: The confidenceof a
rule \ �^] � and

�_�?`ba
is thesupportof thesetof all items

thatappearin therule dividedby thesupportof theantecedent
of the rule, i.e.:
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IV. EXPERIMENTS

We first evaluated the associationrule mining by using
a program called Apriori developed by a Researcherin
Germany[Borgelt 02].
Our datasetis a collection of computersciencearticles and
technical reports documents.The collection has 160 docu-
ments.Eachdocumenthasexplicit keywords and thosekey-
wordsareeasilyextractedto bethe itemsetfor theassociation
rule. The documentfilenameis the transactionID.
After the extraction, 648 keywords (or items) has been re-
trieved.

Combinationof thekeywordswith apriori programreturned
34674 rules by setting the minimum support to 0.1% and
minimum confidenceto 0.1%.
We eliminatedthe evident rules by removing the rules with
support greater than 93% or confidencegreater than 93%.
Those rules reflects the keywords relationship within one
document.

Rules with a range of support and confidence(5% < '
<25%, 25% < 4 <80%) are proposedas results ( see table
II). Discerningresearchtopics amongtheserules remainsa
difficult task. A graph of keywords is proposedto form the
relationshipamong648 keywordsof the 160 documents.

The graphkeywords relationshipsshouldguide to the hu-
man user a meaningful researchtopics. The figure 3 shows
an exampleof the graphobtainedby a visualizationprogram
developed in National Institute of Informatics [Murata 02].
The distancebetweentopics are calculatedby the Jaccard
coefficient1.

V. CONCLUSIONS AND FUTURE WORKS

In this paper, we presenteda model towards automated
researchtopicsdiscovery from theWWW. Themodelis based
on KAROKA system.KAROKA is a personalizedtool using
keywordsassociationrulesandknobots.With KAROKA, we
have partially automatedthe discovery.
Our experimentresultsshow the KAROKA systemappliedto
discover new researchtopicson computernetwork(seetable
II).
In computerscienceresearchtopics,we found that algebraic
notationshave strong concepts.Until now, they are ignored
and are not possible to computeyet in the bag of words.
The equivalentwordsmay exist but they areambiguous(e.g.
cosine,chi-square,probability + ).

At the stage of the KAROKA program, the user must
interprettheresultgivenby KAROKA asa supportfor his/her
researchtopicsfinding. Our work is very closeto the research
describedin [Sandersonet al. 99] for the derivationof hierar-
chical conceptswith the semanticinterpretation,however the
mining from WWW is not includedin theirwork. In thefuture,
we arerefiningtheKAROKA programto bemoreusefulsuch
as in TopCat[Clifton 1999].

REFERENCES

[Klusch M. 01] Klusch, Matthias :“Information Agent Technologyfor the
Internet:A Survey,” Journalon DataandKnowledgeEngineering,Special
IssueonIntelligentInformationIntegration,D. Fensel(Ed.),Vol. 36,num.
3, Elsevier Science,2001.

[Cooley et al. 97] Cooley et al.: “Web Mining: Information and Pattern
Discovery on the World Wide Web”, in Proceedingsof the 9th IEEE
InternationalConferenceon Toolswith Artificial Intelligence(ICTAI’97),
November1997.

[Levy et al. 99] Levy, A.Y. and Weld, D.S. : “Intelligent Internetsystems”
Artificial Intelligence Journal, vol. 118, numbers1-2, pp.1-14, April,
2000.

[Chakrabartiet al. 99] Chakrabarti,S. et al. : “FocusedCrawling: A New
Approachfor Topic-SpecificResourceDiscovery.” in Proceedingsof 8th
InternationalWWW Conference,Elsevier Science,pp.545-562,1999.

[Mitchell 96] Mitchell T. :“Machine learning”, McGraw Hill, New York,
1996.

[Sebastiani99] SebastianiF. : “A Tutorial on Automated Text Categori-
sation”, in Proceedingsof ASAI-99, 1st Argentinian Symposiumon
Artificial Intelligence”,pp.7–35,1999.

[Miller et al. 99] Miller D. et al. : “A Hidden Markov Model Information
Retrieval System,” in Proceedingsof the ACM Sigir’99, pp.214–221,
1999.

1Jaccardcoefficient: is the ratio of the co-occurtopics k1 and its pair k2
to all of topics k1+k2. It is usedas a similarity function for clusteringby
detectingovelap



TABLE II

RULES WITH APRIORI IN COMPUTER NETWORK DOMAIN. THE RULE HAS THE FORM egfih (SUPPORT%, CONFIDENCE%)

...
collective communication <- wormhole routing (8.7%, 71.4%)
multicast <- wormhole routing (8.7%, 64.3%)
broadcast <- wormhole routing (8.7%, 64.3%)
parallel computer architecture <- wormhole routing (8.7%, 28.6%)
path-based routing <- wormhole routing (8.7%, 35.7%)
interprocessor communication <- wormhole routing (8.7%, 28.6%)
meshes <- wormhole routing (8.7%, 28.6%)
multicast <- collective communication (8.1%, 76.9%)
collective communication <- multicast (6.8%, 90.9%)
broadcast <- collective communication (8.1%, 76.9%)
parallel computer architecture <- collective communication (8.1%, 38.5%)
path-based routing <- collective communication (8.1%, 38.5%)
interprocessor communication <- collective communication (8.1%, 30.8%)
broadcast <- multicast (6.8%, 90.9%)
parallel computer architecture <- multicast (6.8%, 36.4%)
path-based routing <- multicast (6.8%, 36.4%)
interprocessor communication <- multicast (6.8%, 27.3%)
meshes <- multicast (6.8%, 27.3%)
cut-through routing <- multicast (6.8%, 27.3%)
parallel computer architecture <- broadcast (6.2%, 40.0%)
path-based routing <- broadcast (6.2%, 40.0%)
interprocessor communication <- broadcast (6.2%, 30.0%)
meshes <- broadcast (6.2%, 30.0%)
cut-through routing <- broadcast (6.2%, 30.0%)
...

RESEARCH TOPICS VISUALIZATION

Fig. 3. combinatedresearchtopicsby associationrulesarerepresentedasgraphwhererelationshipmeansthe distancebetweenthe topics.

[Ramamonjisoaet al. 01] Ramamonjisoa,D. et al. :“ResearchTopics Dis-
covery from WWW by Keywords AssociationRules.” SecondInterna-
tional Conference,RSCTC2000,Revisedpapers,LNAI 2005,Ziarko and
Yao Eds.,pp.412–419,Springer, 2001.

[Chakrabartiet al. 98] Chakrabarti,S. et al. : “Scalable feature selection,
classificationandsignaturegenerationfor organizinglarge text databases
into hierarchicaltopic taxonomies.” in Journalof Very Large Databases
7,3, pp163–178,1998.



[Cavnar et al. 94] Cavnar, W and Trenkle, J. : “N-gram-basedtext cate-
gorization,” in Proceedingsof SDAIR-94, 3rd Annual Symposiumon
DocumentAnalysisand InformationRetrieval, pp.161–175,1994.

[Agrawal et al. 94] Agrawal, R. and Ramakrishnan,S. : “Fast Algorithms
for Mining AssociationRules,” in Proceedingsof the 20th Very Large
DatabaseConference,Santiago,MorganKaufmann,pp478–499,1994.

[Hearst99] Hearst,M. : “Untangling Text DataMining,” in the Proceedings
of ACL’99, June,1999.

[Schwartz et al. 97] Schwartz R. et al. : “A MaximumLikelihoodModel for
Topic Classificationof BroadcastNews, ” in Proceedingsof Eurospeech
Conference,1997.

[Schwartz et al. 01] Schwartz R. et al. : “UnsupervisedTopics Discovery
” in Proceedingsof Workshopon LanguageModeling and Information
Retrieval, pp.72-77,2001.

[Sandersonet al. 99] SandersonM. andCroft B. : “Deriving concepthierar-
chy from text,” in Proceedingsof the ACM Sigir’99, pp.206-213,1999.

[Lavrenko et al. 00] Lavrenko, V. et al. : “Mining of ConcurrentText and
Time Series,” in the Proceedingsof KDD 2000 Conference,pp. 37-44,
2000.

[Salton89] Salton, G. : “Automatic Text Processing:The Transformation,
Analysis,andRetrieval of Informationby Computer;”,Addison-Wesley,
1989.

[Borgelt 02] C. Borgelt : “Apriori programv4.0,” free software foundation,
2002.

[Murata 02] Murata, T.:”Visualization for Knowledge Discovery Using a
SearchEngine.”, Workshop on Knowledge basessystem,p. 117–122,
in japanese,Pusan,2002.

[Clifton 1999] C. Clifton, R. Cooley: “TopCat: Data Mining for Topic
Identificationin a Text Corpus.”, PKDD 1999,p.174-183,1999.


