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Abstract—In our project on multiagent for web mining, we

developed KAROKA (Keywords Association Rules Optimizer
Knobots Advisers) as a model of discovery in text databaseused
in WWW. In this paper, we explain our model and its application
to discover new reseach topics in scientific domain on the weh.
This tool aims to support reseachers for their bibliographical
investigationand help to avoid information overload. The WWW
sources are corverted into a highly structured collection of
text. Then, KAROKA tries to extract topics, associationrules,
regularities, exceptionand useful information in the collection of
text.
KAR OKA techniquesare describedsuchasclustering, generation
and pruning of keywords combination, and summary proposalof
discovered information. We detailed in this paper our experiment
results.

I. INTRODUCTION

Automatedresearchtopics discovery on scientific domain
by agentssystemis introducedin this paper Automated
topicsdiscovery or unsupervisedopicsdiscovery (UTD) were
introduced and elaboratedin Schwartz [Schwartz et al. 01].
Agents systemwere largely presentedin the pastyearsto
dealwith information overloadof World Wide Web (WWW)
users[Klusch M. 01]. Agents systemis defined as an au-
tonomous,computationalsoftware entity that has accessto
oneor multiple, heterogeneouand geographicallydistributed
informationsourcesandwhich proactively acquiresmediates,
andmaintainsrelevantinformationon behalfof usersor other
agentspreferablyjust-in-time.

Researchopicsin scientific domainsignify the topics are
scientificallyinvestigatedandresultsareappraedby scientific
committeesand publishedin legag/ databaseglibrary) or the
WWW. Thus researchopics are differentfrom searchtopics
in searchengines.Specializedsearchengineson scientific
domain such as scirus (www.scirus.com)and ScienceDirect
(www.sciencedirect.comdllow usersmanuallyto find scien-
tific information. Agentscan be usedto enhancethosetools
fulfil usersrequests.

The agents system has a purposeto extract informa-
tion or knowledge from the data in bringing relevant in-
formation, regularity, novelty and understandabilityto the
results. Agents are built with the artificial intelligencetech-
nigues and information retrieval methodologiessuch as au-
tomated text categorization, machine learning, topics de-
tection and tracking, clustering, and probabilistic models

[Mitchell 96|, [SebastianB9], [Miller etal. 99]. Our agents
systemcan be classifiedasweb mining agentsor information
discovery agentsdescribedin literature [Cooley et al. 97],
[Levy et al. 99|, [Chakrabartiet al. 99].

This paper considersthe design and implementationof
the agentssystemto achieve the desiredgoal as automated
researchtopics discovery. The generalarchitectureand the
preprocessingystemare briefly presentedn this paper

The agents system is called KAROKA (Keywords
Association Rules Optimizer Knobots Advises)
[Ramamonjisoat al. 01]. KAROKA tries to discover
information from various distributed sourcesand presentsit
to the userin the form of a digest.

The casestudy in this paperis the discovery of research
topics on “computer network.” We try to determine:“what
are possibleand promising researchtopics accordingto the
information on the WWW in this domain?”

In section2, we describeour KAROKA model. Section
3 explains the associatiorrule mining. Section4 detailsthe
example of KAROKA useand experimentalresultsin “data
mining trendsand forecasts$. Section5 summarizeshe paper
and describesour future work.

II. KAROKA MODEL AND ARCHITECTURE

KAR OKA objectvesareto designagentsthat can process
userqueriesin domainspecificresearchareascollect WWW
sourcesrelevant to the queriesas a researchcorpus, extract
keywordsandrulesfrom the retrieved sourcesjnfer or induce
to determinepossiblenew researchtopicsin the domain,and
presentresultsaslist of possiblenew reseach topics’ in the
domain. KAROKA (seefigure (1)) useskeywords extracted
from technicalandprojectpresentatiorarticlesavailablein the
WWW documents.

KAROKA does not searchthe WWW itself but instead
launcheamultiple agentsthat utilize existing indexing engines
and performa "meta-search’in orderto collect and discover
information that is broadly of interestto the user Then the
systemfurther analyzesthe retrieved documentsin building
keywords databasend structuredtree suchas indexesto the
researchiopicsdomain.KAROKA knobotsmonitorfrequently
changinginformation resourcesand updatethe database.
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Fig. 1. KAROKA modelandanalysis: Userfocusesto the researcttopicsin found web pagesby a searchengineaccordingto a queryin a specificdomain
(in this figure, the domainis in ComputerScience/Artificialintellicenge/Machire Learning/Knowledg Discovery and Data mining). Documentsare retrieved
from URL andarestructuredto researcttopicstree. Reseath topicsare composedf oneor several keywords. Keywords are classifiedinto methodkeywords
or applicationkeywords Accordingto our strat@ies and algorithms,new researchopics are derved

Accordingto the researcltopic area,it generategnd com-
bines randomly keywords of researchsub-topics.Stratgjies
and constraintsfor the new topics selectionare basedon
classificationtechniquesassociatiorrules,andverificationon
the WWW.

Our agents’architectures depictedin the figure (2). Each

agents input and output is detailed with the internal or
externalknowledgeor databasesAgentsinterfaceis written
on scripting languagePerl. Internal processesnd algorithms
are codedin corventional programminglanguagesuchas C
or Java. Eachtaskis describedn detailsbelow.
1) Someresearchtopics are alreadyindexed and categorized
hierarchicallyin the searchenginesvia the Weh Thosere-
searchtopicsare generaland common.For example,the hier
archy of the researchtopics on Data Mining and Knowledge
Discovery hasmary sub-topicsasrepresentedn table ().

The first task concernghe preparatiorof the corpus.
After the userentereda query from an interface,the system
usessearchengineto find general ‘researchtopics’ to the

researctdomainhe/shes interestedThe systemselectssome
URLs from the searchresultsto start the discovery of new

researchopics.For eachURL pagesthereis alist of contents.
The systemfocuseson the contentr eseach topicsor reseach

areas’if it exists. The systemretrievesall documentsn found
sectionandstoresin his computerlIf thedocuments in HTML

format, then documentis transformedto structuredtext, the
headersare treatedas a specialtype of keyword.

2)The secondtaskis the keyword extraction.

One obvious method to extract keywords is to find the
keywords as the authors defined in the document. Some
documentsuchasarticlesor technicalpapersresearchieports
contain explicitly the keywords. Theseexplicit keywords are
treatedwith priority. By experience,we statethat they are
potentialreseach topics

Documentswithout explicit keywords are processedvith the
documentrepresentatiofbagof words)[Salton 89]. By using
our cateyorizationmodel, we can extract the importantwords
in the bag of words. Some rules are created during the
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Fig. 2. KAROKA agentarchitecture

extraction. Rules concernto separatethe words with low

frequeng and high weight.

The agentfiltering and clusteringallow to cleanthe databy

usingfeatureselectionandto classifythe two kinds of topics
asknown or unknown.

3)The classificationand mining tasks.

The classifierasits nameclassifiesthe keywords as “method
keywords” and “application keywords” The “method key-

words” are related to the researchtopics and their sub-
topics generally already known in the researchcommunity

The “application keywords” are relatedto the other domains
that the methodsare applied. Domain ontologies are used
accordingto their availability.

The mining task:

First keywords selectionconsistswith the eliminationof high

frequeny keywords. They are too commonfor the topics.
Remaining keywords from the first selectionare combined
two-by-two to obtain the trendsof the researchwithin these
researchtopic keywords. We then check with the knobot
advisermodulethe relevanceof thesegenerateadcombinations
of keywordsin the Weh

According to the relevance of the keywords in the Web, a
secondselectionis necessaryto eliminate again the high
frequeny keywords. The samemethodas in first selection
is used.At this stage,we obsened the existenceof research
topics classes.The high frequeng keywords classis belong
to the known researchtopics. Low frequeny keywords class
may be new researchopicsor irrelevant keywords. However,
thesecriteria do not have effect to the applicationkeywords.
We applied the first selection method to the application
keywords We addedheapplicationkeywordsto two combined
keywords result of the previous secondkeywords selection
method.We thengeneratedrendsof researchopicsbasedon
threekeywords astwo methodkeywords and one application
keyword. A final checkwith the Web is realizedto get the
new researchopics proposals.

An associatiomulesmoduleis usedto link the classifiectopics
to the new topics and estimatethe maximumrelevance.The
criteria for the relevanceare the occurrenceand the rank of
the relatedURL given by the searchenginesuchasfirst 10
or 100 matches.

The knobotthenchecksthe URL to confirmthe relevang by
collecting possibletechnicalpapersor reports.

I1l. KEYWORDS ASSOCIATION RULES

Basically associationrule mining searchedor interesting
relationshipsamongitems in a given data set. We adopted
the notationsproposedby the inventorsof fast algorithm for
associatiorrules mining[Agrawal et al. 94].

Let J ={i1,i2,...,im} be a setof items. Let D, the task-
relevant data, be a set of databasetransactionwhere each
transactionT is a set of items suchthat T C J. Each
transactionis associatedwvith an identifier, called TID. Let
A be a setof items. A transactionT" is saidto contain A if
andonly if A C T'. An associationule is animplicationof the
form A = B, whereA C J, B C J,andANB = ¢. Therule
A = B holdsin thetransactiorsetD with support s, wheres
is the percentag®f transactionsn D thatcontainAU B (i.e.,
both A and B). This is takento be the probability, P(AU B).
Therule A = B hasconfidencec in the transactionset D
if ¢ is the percentagef transactionsn D containing A that
alsocontainB. Thisis takento be the conditionalprobability,
P(A|B). Thatis,

support(A = B) = P(AU B)

con fidence(A = B) = P(A|B)



Rulesthatsatisfybotha minimumsupportthreshold(min_sup

and a minimum confidencethreshold (min_conf) are called
strong.

A setof itemsis referredto as an itemset An itemsetthat
containsk items is a k-itemset The occurrencefrequeny

of an itemsetis the number of transactionsthat contain
the itemset. An itemset satisfiesminimum support if the

occurrencefrequeng of the itemsetis greaterthan or equal
to the productof min_supandthe total numberof transactions
in D. If an itemsetsatisfiesminimum support,thenit is a

frequentitemset.

Associationrule mining is a two-stepprocess:

1) Find all frequent itemsets each of theseitemsets
will occur at least as frequently as a pre-determined
minimum supportcount.

2) Generate strong associationrules from the frequent
itemsets theserules mustsatisfy minimum supportand
minimum confidence.

The keywords associatiorrules are basedwith the apriori
algorithminventedby Agrawal et al..

A. Apriori algorithm

Apriori algorithm is composedof a basic algorithm for
finding frequentitemsetsanda procedurdor generatingstrong
associatiorrulesfrom frequentitemsets.

1) Support of Itemsets: Let X be the set of all item
setsunder considerationThe supportof an itemsetS is the
percentag®f thoseitem setsin X which containS. If Y C X
is the setof all item setssuchthatvVT € Y: S C T, then:
support(S) = |Y|/|X]| * 100

2) Confidenceof AssociationRule: The confidenceof a
rule R = ‘A and B = (' is the supportof the setof all items
thatappeatin therule divided by the supportof the antecedent
of therule, i.e.:
confidence(R)
100

support({A, B,C})/support({A, B}) x

IV. EXPERIMENTS

We first evaluatedthe associationrule mining by using
a program called Apriori developed by a Researcherin
Germaiy[Borgelt 02].

Our datasetis a collection of computersciencearticles and
technical reports documents.The collection has 160 docu-
ments.Eachdocumenthas explicit keywords and thosekey-
wordsare easilyextractedto be the itemsetfor the association
rule. The documentfilenameis the transactionD.

After the extraction, 648 keywords (or items) has beenre-
trieved.

Combinationof the keywordswith apriori programreturned

34674 rules by setting the minimum supportto 0.1% and
minimum confidenceto 0.1%.
We eliminatedthe evident rules by removing the rules with
support greaterthan 93% or confidencegreaterthan 93%.
Those rules reflects the keywords relationship within one
document.

Rules with a range of support and confidence (5% <s
<25%, 25% <c¢ <80%) are proposedas results ( see table
II). Discerningresearchtopics amongtheserules remainsa
difficult task. A graphof keywordsis proposedto form the
relationshipamong648 keywords of the 160 documents.

The graph keywords relationshipsshould guide to the hu-
man user a meaningfulresearchtopics. The figure 3 shavs
an exampleof the graphobtainedby a visualizationprogram
developedin National Institute of Informatics [Murata 02].
The distancebetweentopics are calculatedby the Jaccard
coeficientt.

V. CONCLUSIONS AND FUTURE WORKS

In this paper we presenteda model towards automated
researchopicsdiscovery from the WWW. The modelis based
on KAROKA system.KAROKA is a personalizedool using
keywords associatiorrules and knobots.With KAROKA, we
have partially automatedhe discovery.

Our experimentresultsshov the KAROKA systemappliedto
discover new researchtopics on computernetwork (seetable

).

In computerscienceresearchtopics, we found that algebraic
notationshave strong concepts.Until now, they areignored
and are not possibleto computeyet in the bag of words.
The equivalentwords may exist but they are ambiguouge.g.
cosine,chi-square probability P).

At the stage of the KAROKA program, the user must
interpretthe resultgiven by KAROKA asa supportfor his/her
researctiopicsfinding. Our work is very closeto theresearch
describedn [Sandersoret al. 99] for the derivation of hierar
chical conceptswith the semanticinterpretation howvever the
mining from WWW is notincludedin theirwork. In thefuture,
we arerefiningthe KAROKA programto be moreusefulsuch
asin TopCat[Clifton 1999.
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