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Abstract| We propose novel architecture, MAC and

admission control protocols for the high-capacity packet-
switched optical ring network. In this network link ca-
pacity signi�cantly exceeds node bit rate. Nodes trans-
mit and receive packets on multiple wavelengths in par-
allel by using novel optical techniques. Network control

is simple since the load is balanced over wavelengths at
the physical layer. MAC protocol is based on credits,
and derived admission control protocol has similar com-
plexity as in a single channel network. Consequently,
network can follow fast tra�c changes typical in data

networks.

I. Introduction

Regional access networks with ring topology are at-
tractive because they easily recover from a single fail-
ure. In single-channel ring networks where nodes oper-
ate at the link bit-rate, network control is simple. In
FDDI [4], MAC protocol is based on token, and ad-
mission control protocol ensures that the sum of all
requested bit-rates is smaller than the link bit-rate. In
ring network with spatial reuse [2], [3], MAC proto-
col is based on credits, and admission control proto-
col ensures that the sum of requested bit-rates passing
through any link is smaller than its capacity. With a
development of WDMA technology, the total through-
put of a packet-switched ring network can be signif-
icantly increased. New network architecture requires
appropriate MAC and admission control protocols.
An architecture for WDMA packet-switched ring

network has been proposed in [5], [6], [7]. Each node
is equipped with a fast tunable laser and slow tunable
optical �lter, because fast tunable receivers are unavail-
able. For this architecture, network control becomes
formidable task. Whenever tra�c pattern changes, al-
location of wavelengths to the receivers should be re-
calculated and changed accordingly. The bandwidth
request might be rejected even though involved tran-
ceivers and links have enough of the spare capacity,
but because the particular wavelength is overloaded.
We propose new network architecture that features

simple MAC and admission control protocols. A \com-
posite" packet is transmitted on all wavelengths in par-
allel by using fast tunable laser, wavelength dependent
delay line, and 2 � 2 optical switch. This composite
packet is received by using 2 � 2 optical switch, and
wavelength dependent delay line. Since each packet is

transmitted and received on all wavelengths, the wave-
lengths are evenly utilized. Because there is no par-
titioning of the capacity , the bandwidth can be allo-
cated as long as transceivers and links in question have
enough of spare capacity. We will show that the com-
plexity of admission control protocol is almost as simple
as in a single channel network.

II. Network Architecture and MAC

Protocol

The node architecture is shown in Figure 1. Time is
divided into slots of duration equal to Tp. Fast tunable
laser at some node starts transmissionW time slots be-
fore its scheduled time slot, where W is the number of
wavelengths. In each following time slot, it transmits
data on di�erent wavelength. Signal passes through
the array of �ber gratings separated by delay lines so
that the data transmitted at di�erent wavelengths are
aligned in time. We demonstrated this novel technique,
termed as wavelength stacking, in [1]. Packet is then
transmitted to the network on all wavelengths in par-
allel by setting switch S to the cross state. On the re-
ceiver side, the reverse procedure is performed. Packet
is received when switch S is in the cross state, and
then unstacked when passing through the same array
of �ber-gratings and delay lines.
Because wavelength stacking takes W time slots,

a node should decide in advance when to access the
medium. Separate wavelength is used as a control
channel for the advanced reservations. Time slots are
grouped into cycles of lengthW . Each node may trans-
mit and receive at most one packet within each cycle
which matches its transmission and reception speeds.
Switches T and R in Fig. 1 synchronize wavelength
stacking and unstacking. Time diagram in Figure 2
shows transmissions and receptions of node i. When-
ever node i reserves a time slot, its laser starts trans-
mission in the next cycle. Wavelength stacking is com-
pleted in the last time slot of this cycle, and the packet
is stored into the bu�er (delay line) by setting switch T
in the cross state. Packet is stored as long as switch T
is in the bar state. Packet is transmitted to the network
by setting switches T and S in the cross states exactly
2W time slots after the reservation. Whenever node i
recognizes its address on the control channel, it stores



TpTp

T  /2p pT  /2

λ

λb λcλa

λb
λc

λa
λb
λc

λb λcλa

λ

Tunable Laser
λb λc a

Photodiode

S RT

CC

A

B

t

t t

t

a

Fig. 1. Node architecture,W = 3.
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Fig. 2. Time diagram,W = 3.

the packet into the bu�er by setting switches S and R
in the cross states 2W time slots after the adress no-
ti�cation. Node starts unstacking of the packet at the
beginning of the next cycle by setting switch R in the
cross state. Node deletes a packet that it receives as
well as its reservation.

III. Admission Control

Explicit bandwidth reservations are provided through
credits. Each source-destination pair uses a speci�ed
number of credits per frame period. Frame period lasts
until all busy queues have used their credits. One pri-
ority bit is associated to each packet, which is set to
one if the credit was used for this packet transmission
and to zero otherwise. A packet that uses the credit,
can replace a packet that does not and whose priority
bit equals zero. Source transmits a packet to the desti-
nation for which it has credits with a priority. Admis-
sion controller decides if new credits can be allocated
to some source-destination pair.

Initially, nodes negotiate the maximumframe length,
Fmax, in terms of time slots. The frame duration should
be much longer than the ring latency in order to pro-
vide high e�ciency, but short enough to respond to the
fast tra�c changes. Then, a credit of one time slot
per frame guarantees to the particular queue a band-
width of W � B=Fmax, where B is the bit-rate at one
wavelength. An admission controller is placed at some
node, and it analyzes if the newly requested bandwidth

could be allocated to the particular source-destination
pair. More precisely, an admission controller calculates
if MAC protocol ensures new �aij credits to the node
pair (i; j) in each frame for the existing credit allocation
akl; 1 � k; l � N , where N is the number of nodes.
Theorem: Credits aij > 0 assigned to source-

destination pairs (i; j), 1 � i; j � N , will be used within
a frame of length Fmax if it holds that:

W � (sk +Dk) + lk � Fmax; 1 � k � N; (1)

where sk =
P

m akm is the number of credits assigned
to source k, Dk = maxl;akl>0 dl where dl =

P
n anl

is the number of credits assigned to destination l, and
lk =
P

m;n

m!k!n
amn is the number of credits for packets

passing by link k.
Proof: We use similarmethodology as in [8], [9]. As-

sume that tmax is the last time slot assigned to source-
destination pair (i; j) which is in cycle cmax. In any
cycle c � cmax either node i transmits a packet, or
node j receives a packet, or all time slots passing node
i have been taken. There are at most si+dj�aij�1 �
si + Di � aij � 1 cycles before cmax in which either
source i or destination j are busy. The rest of the cy-
cles are fully occupied with less than li packets. So,
tmax < W � (si + Di � aij) + li � Fmax and the claim
of the theorem directly follows. 2
When the bandwidth is requested, tentative param-

eters s0

k; D
0

k; l
0

k are calculated, and inequalities (1) are
checked in parallel. In a single channel ring network



with the spatial reuse, it should be checked if links
from source to destination have enough of bandwidth,
which also involves up to N inequalities. Calculation of
Dk; 1 � k � N , which takes log

2
N steps, is the only

additional complexity of the proposed admission con-
trol protocol when compared to the complexity of the
admission control protocol in a single channel network.
If the request is accepted, parameters in question are
updated.
Allowed bandwidth allocation in the network is eas-

ily derived from admission condition (1). Let tk =
sk � WB=Fmax denotes the bandwidth reserved for
transmission by source k, Rk = maxakl>0 rl where
rl = dl � WB=Fmax denotes the bandwidth reserved
for reception by destination k, and pk = dk �WB=Fmax

denotes the bandwidth reserved on link k. Then, ad-
mission condition (1) becomes:

W � (tk + Rk) + pk �WB; 1 � k � N; (2)

IV. The Network Performance

Our proposed network is equivalent to an ideal
WDMA packet-switched ring network in terms of the
accessible capacity. In this ideal network users would
be equipped with fast tunable lasers and �lters. In each
time slot, source learns from the control channel about
available destinations and wavelengths in the next time
slot. So, source can transmit a packet to some desti-
nation as long as there is an idle wavelength and no
other source already transmits to this destination in
the given time slot. Let us assume without loss of gen-
erality that a time slot in the exemplary network over-
laps with a cycle in our network. In both networks,
in each time slot, or cycle, a transmitter can transmit
at most one packet, and a receiver can receive at most
one packet due to the speed limitation. Also, in both
networks, in each time slot, or cycle, at most W pack-
ets can be transmitted. Since constraints for the media
access are identical in both networks, capacities that
can be utilized are the same. Also, it follows that the
admission condition for bandwidth reservations in the
network with fast tunable lasers and �lters would be
the same as in our proposed network.
The admission control protocol can be further sim-

pli�ed. Namely, the admission condition (2) can be
split, so that the node and link capacities allocated for
reservations are determined in advance:

tk � T; rk � R; pk � P; 1 � k � N;

W � (T + R) + P = WB: (3)

Possible choice of parameters T , R and P would equilize
utilizations of transmitters, receivers and links:

T

B
=

R

B
=

P

WB
(4)

From (3,4) it follows that T = R = P=W = B=3, and
the admission condition is:

tk �
B

3
; rk �

B

3
; pk �

WB

3
: (5)

If the number of nodes in the network is large, the
node capacity allocated for reservations can be further
decreased, and the link capacity to be reserved would
increase according to equation (3). In the given exam-
ple, a third of the network capacity can be reserved.
In the network with W = 32 wavelengths, the band-
width that can be reserved is 10 times larger than in a
single channel network. The remaining bandwidth can
be used for best e�ort tra�c as we explained earlier.
Best e�ort packets have zero priority bits and can be
replaced by packets with reservations.

V. Conclusions

In this paper, we combine architecture, MAC and
admission control protocols to 
exibly utilize the high-
capacity packet-switched ring network. The wave-
length stacking and unstacking allow each node to ac-
cess full ring capacity. Network control requires mini-
mal complexity because the tra�c load is balanced over
the wavelengths at the physical layer.
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