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Abstract— The size of a single-hop cross-bar fabric is still
limited by the technology, and the fabrics available on the rarket 1
do not exceed the terabit capacity. A multihop fabric such as 1
Clos network provides the higher capacity by using the smadir
switching elements (SE). When the traffic load is balanced ev
the switches in a middle stage, all the traffic would get throgh
the fabric, as long as the switch outputs are not overloaded. n—|
However, the delay that packets experience through the Clos
switch depends on the granularity of flows that are balancedwe
examine the maximum fabric utilization under which a tolerable
delay is provided for various load balancing algorithms, aml 1
derive the general formula for this utilization in terms of the n—|
number of flows that are balanced. We show that the algorithms
which balance flows with sufficiently coarse granularity provide m m
both high fabric utilization and delay guarantees to the mos
sensitive applications. Since no admission control shoultbe Fig. 1. Clos switching fabric
performed within the switch, the fast traffic-pattern changes can
be accommodated in the proposed scalable architecture.
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. INTRODUCTION | T T -+ T

Clos circuit switch has been proposed by Clos in 1953s ‘

at Bell Labs [6]. Figure 1 shows the connections between J L —
switching elements (SE) in a symmetric Clos three-stage n*/) = T "_#E_/U@—*Z
switch. This interconnection rule is: the xth SE in some

switching stage is connected to the xth input of each SE in the (a) (b)

next stage [6], [7], [8]. Here, all connections have the samg. 2. (a) Switching element (SE) based on a cross-bar (kjcBing
bandwidths. It has been shown that a circuit can be est&llistelement based on a shared buffer

through the Clos switching fabric without rearranging &rig
circuits as long as the number of SEs in the second stage is
at least twice the number of inputs of an SE in the first stagd=s should be synchronized on a cell-by-cell basis. Then, an
minus 1, i.e.l > 2-n — 1. It has also been shown that amplementation of the algorithm that rearranges connastio
circuit can be established through the Clos switching tahsi on a cell-by-cell basis in SEs of a rearrangeable non-bifagki
long as the number of SEs in the second stage is no less tkd@s switch would be prohibitively complex [7]. So, the Clos
the number of inputs of an SE in the first stage, I.&x n. fabric with the larger hardwaré,= 2 -n, is needed for a non-
In the latter case, the number of required SEs and their toBdcking packet switch. A scheduling algorithm that would
capacity are smaller due to the fact that the existing disasn provide non-blocking in a Clos packet switch would require
be rearranged. While the complexity of the switching fabrihe higher processing complexity than its counterpartopresi
hardware is reduced, the complexity of the algorithm for f@r a cross-bar switch [15], [16]. Few heuristics have been
circuit setup is increased. In both cases, non-blockinggmy proposed to configure SEs in Clos packet switches without
of the Clos architecture has been proven assuming the sped@gsessment of their blocking nature [11], [14].
algorithms for circuit setup [8]. Various implications olds On the other side, it has been recognized that a Clos packet
findings have been examined in [12]. switch in which the traffic load is balanced across the SEs
The Clos switching fabric can be used for increasing carovides non-blocking, i.e. with sufficiently large buffeit
pacity of packet switches as well. The interconnection of Spasses all the traffic if the outputs are not overloaded. Such
would be the same as in the circuit switch case. Howevarchitecture has been described in [2], [27]. There is a
these SEs should be reconfigured in each cell time slot basedfering in each stage of the architecture, and the SEs in
on the outputs of outstanding cells. Here, packets areigpiit the heading stages are balancing packets over the SEs in
cells of a fixed duration, which is typically 50ns (64 bytes ahe succeeding stages. Turner showed that the architecture
10Gb/s). Algorithms for circuit setup in Clos circuit swites is non-blocking if the traffic of each end-to-end session is
cannot be readily applied in Clos packet switches. Firdt, &alanced over the SEs in a Benes packet switch [27]. We



prove in a similar way that a three-stage Clos packet switslitch ports should be large as we noted. However, assumed

based on load balancing is also non-blocking. We focus ¢ine-cards can be viewed as shared buffers to which multiple

the three-stage architecture because it incurs a lowely detagular capacity line-cards (10Gbps) are attached. A géner

than the recursive Benes architecture with the larger numifermula derived in our paper will be applied to assess the

of stages. Advantages of the Clos packet switches with lopdrformance of the architecture proposed in [10].

balancing are multifold. First, their implementation isnpie: Delay sensitive traffic is a significant part of the Inter-

there is no need for the high-capacity shared buffers orseroset traffic which is ever increasing. The delay incurred by

bars, there is no need for the cell-by-cell synchronizatid®los packet switches based on load balancing has not been

across the fabric, and there is no need for the centralizeckviously assessed. In this paper, we examine the fabric

scheduler. Second, the non-blocking property of thesechedt utilization under which a tolerable delay can be guaranteed

is an attractive feature: it simplifies network design beeauthe most sensitive applications in Clos packet switchegdas

the traffic passes the fabric as long as the output ports are load balancing. It will be shown that the tolerable delay

not overloaded, and it enables distributed admission obntis guaranteed only for the fabric utilization that unaceépt

which can follow the fast traffic-pattern changes typicatioe decreases with the increasing number of flows that are bal-

Internet. Namely, because the switching fabric is nondilug, anced. Parts of this analysis have been presented in [20], [2

when reserving the bandwidth, an input port only has to chef22], [23], [24], [25]. It will turn out that if the end-to-eh

if the output port has enough capacity, or a user has to chesgssions are balanced independently as proposed in [27], th

if its destination user has enough capacity to receive data.tolerable delay is guaranteed only for very low utilization

this paper, we will assess the delay guarantees that canHoe this reason, we propose novel load balancing algorithms

provided in Clos packet switches. that will be proven to provide a superior performance. First
Load balancing has been proposed in other architage will describe several options for load balancing of flows

tures such as parallel plane switches (PPS) or Birkhoff-vowith different granularities: either inputs or input SEsyma

Neumann switches which are equivalent [3], [9], [10]. Botthalance traffic, and flows to either output SEs or outputs may

parallel plane switches and Birkhoff-von-Neumann switchde balanced independently. Formula for the fabric utilorat

with load balancing are a special case of Clos packet svgtctie terms of the number of flows, and tolerable delay will

with load balancing, where the number of input ports die then derived. Formula for the fabric speedup required to

the input SEs isn = 1. The PPS architecture compriseprovide the 10% switch utilization will be also derived in

input/output line cards and output-queued switching elgme terms of the number of flows and tolerable delay. In addition,

(SEs) in the middle stage. Each line card is connected to eawh analyze the switch performance when load balancing of

SE in the middle stage, and packets from each line card aiéferent flows is desynchronized. This analysis shows ¢hat

balanced over the output queued switches in the middle staggnificant improvement of the performance can be achieved

[9]. In PPS,n = 1 and N = m, where N is the number of with the minor increase of the implementation complexity.

the switch ports andh is the number of the SE ports. In otheBased on the presented performance analysis, the adequate

words, the number of the switch ports equals the number of twitch parameters and load balancing algorithms will be

SE ports. Usually, the SE is implemented on a single memagcommended at the end.

chip. Therefore, the number of switch ports is limited by the

memory pin count. On the other side, the number of switch Il. TERMINOLOGY

ports in Clos packet switch is times larger, and typically SE; - switching elemenj in stagei.

n >> 1. The number of ports determines the number of a;; - the number of cells per frame that inpiitcan be

switches in the network that a given switch can simultanlougyuaranteed to transmit to outpjit

reach. If the switch can reach the smaller number othercij - the counter which is associated to flgw ;).

switches, packets have to pass the larger number of switcheg - a given tolerable delay.

and the switching capacity wasted for packet transit irsgea  F - the number of cells per frame on the external links.

Birkhoff-von-Neumann switch comprises two stages of cross F! - the number of cells per frame passing a link from an

bar fabrics with input buffers. Each input-output pair oéthinput SE to a center SE.

fabric in either stage is allocated equal capacity throdighni F!" - the number of cells per frame passing a link from a

this way, the traffic is balanced through the first stage bricenter SE to an output SE.

so that it is uniform when passing the second stage fabric [3] F,, - the number of cells per frame that an input is

In this design, a centralized scheduler is omitted, but the-h guaranteed to transmit, and an output is guaranteed toveecei

capacity cross-bars are still required. The total switghaciy [ - the number of center SEs.

is limited by the cross-bar capacity. Also, synchronizato a m - the number of input and output SEs.

cell-by-cell basis is needed across the fabric. Ways tolifynp  n - the number of inputs of an input SE, and the number

the design of high-capacity cross-bars were proposed ih [16f outputs of an output SE.

This paper made it clear that PPS and Birkhoff-von-NeumannN - the number of switch inputs and outputs.

switch are equivalent architectures. The architecturel®] [ N, - the maximum number of flows that are balanced

again assumes the small number of high-capacity line carttsrough some internal fabric link.

Such line cards would require involved development. Also, i N’ - the number of flows that are balanced through a link

is not only the capacity that matters, but also the number fobm an input SE to a center SE.



7 - the number of flows that are balanced through a linkells transmitted from an input SE to some output would be

from a center SE to an output SE. spread equally across the center SEs. In the fourth algorith
R - the bit-rate that an external (input/output) link carmells transmitted from an input SE to some output SE would
support. be spread equally across the center SEs. In the last two algo-

R. - the bit-rate that an internal fabric link can support (sthms, SEs should be output-queued shared buffers, becaus
link between either input and center SE, or center and outputltiple incoming packets might have to be assigned to the

SE). same queue.

S - speedup equal to the ratio of the total capacities of In the first load balancing algorithm, inpdt 0 < i <
internal and external links. N, hasN different counters associated with different outputs,
S; - the minimum speedup. ¢ij, 0 < j < N. Here N = nm is the number of switch
S,1, - the minimum speedup for the load balancing algorithniaput and output ports. A cell arriving to inputand bound
k. for the jth output will be marked to be transmitted through
Sy - the minimum speedup when the counters are desyhe ci;th output of its SE, i.e. to be transmitted through the
chronized. ci;th center SE. Then, the counter in question is incremented

Sar. - the minimum speedup for the load balancing alggnodulol, namelyc;; < (ci; + 1) mod!. In the second load
rithm & of the links when the counters are desynchronized.balancing algorithm, input, 0 < < N, storesm counters

TC - the cell duration, or the time slot duration. associated with different switch output Sks;, 0 < j < m.
. - the maximum utilization. In the third load balancing algorithm, input SEO <4 < m,

U’ - the maximum utilization of the links from input to StoresNV different counters associated with different outputs,
center SEs. cij, 0 < j < N. In the fourth load balancing algorithm, input

U - the maximum utilization of the links from center toSE 4, 0 <14 < m, storesm counters associated with different
output SESs. switch output SEs;;;, 0 < j < m. Inall cases, a cell of some

Uy - the maximum utilization for the load balancmg'OW will be marked to be transmitted through thgth output
algorithmk. of its SE, i.e. to be transmitted through thgth center SE,

U, - the maximum utilization when the counters are desyM(hereci; is the counter corresponding to the flow in question.
chronized. The counter value is then incremented modulo

U’ - the maximum utilization of the links from input to 1N SE based on a cross-baris shown in Figure 2 (a). This is
center SEs when the counters are desynchronized. the input SE considering |.ts numpgr of input and output ports
U} - the maximum utilization of the links from center to” header reader and routing decision (,&jRD) block re.ads a
output SEs when the counters are desynchronized. packet header, and stores the packet in the appropna_txahnrt
Uy - the maximum utilization for the load balancing?UtPut queue (VOQ) of an input buffer. The packet is then
algorithm k when the counters are desynchronized. scheduled and transmitted from the SE. In the first stage, the
HR&RD block reads the packet address, determines to which
flow the packet belongs to, and reads the counter of that flow
from the counter lookup table. The counter value determines
the center SE through which the packet will be routed, i.e. th
Obviously, when cells reach the center SEs (SEs in tMOQ of the input buffer where the packet should be stored.
second stage), they are further routed according to thgruou In the second stage, the &RD block determines the output
addresses. So, load balancing can be only performed at &te to which the packet should be sent solely based on the
input SEs (SEs in the first stage). We will discuss fouypacket header. The SE based on a shared buffer is shown in
different load balancing algorithms. They differ accoglio Figure 2 (b). It is identical to the SE based on a cross bar only
the definition of the flows that are balanced. For example, ihe input buffers and the cross-bar are replaced by the dhare
one definition a flow comprises cells sourced by some inplwffer.
and bound to the same output; in another definition a flow Let us examine the blocking nature of a Clos packet switch
comprises cells sourced by some input and bound to the sapaged on the load balancing. As we noted before, the
output SE (SE in the third stage); or a flow comprises cel@gorithms for SE configuration in Clos circuit switches are
sourced by the same input SE and bound to the same outpat applicable to Clos packet switches where configurations
or a flow comprises cells sourced by the same input SE aak changed fast, on a cell-by-cell basis. So, the proofs for
bound to the same output SE etc. non-blocking conditions in Clos circuit switches do notdol
In the first load balancing algorithm, cells from some inpdor the architecture in question. In packet switches therirl
bound for the particular output are spread equally amotigks of the fabric often have higher capacity than the exaer
center SEs. In the second case, cells from some input bodinds, in order to provide non-blocking. A fabric speedum ca
for the particular output SE are spread equally among cenbs defined as the ratio of the capacities of the internal links
SEs. The previous two load balancing algorithms can leed the external links:
implemented when SEs are cross-bars and inputs operate g = nmR,. S 1 )
independently. Then, the load can be balanced by input SEs: mlR — 7
an arbiter associated with each input SE determines to whishere R is the maximum bit-rate supported by a link that is
center SE a cell will be transmitted. So, in the third aldorit attached to the switch port, an@. is the maximum bit-rate

IIl. DESCRIPTION OFLOAD BALANCING ALGORITHMS IN
THE CLOS PACKET-SWITCHES




FT,

o . Fame ! Frames  Frame3 output can be assigned at mdgt time slots per frame, i.e.
e | | | | | > aw <Fu, Y ar < F. 2
Frame 1 Frame 2 | Frame 3 k k
mpu! R d e | P m| We will evaluateF, in terms of F, N, N; for various load
<F, balancing algorithms, so that all cells of a frame pass each
mputi |Ame ! | -F;HLHEZ‘ F‘:me?’rh// W\ - switch stage within one frame. Her®; is the maximum
L/ number of flows that are balanced through some connection,
Frame | Frame2 . Frame 3 <q; and NV is the number of switch ports.
mputN o Aol o hood We assume that there is a coarse synchronization in the
- switch, i.e. that all SEs use identical frame delineatiohe T
FT, synchronization is coarse because it is performed on a frame

by-frame basis and not on a cell-by-cell basis. The coarse
synchronization is shown in Figure 3. The first time axis
shows switch frames in which SEs forwards cells of the
corresponding input frames shown on the axes below. Frame
delineations for different input ports may vary, and theunp
frames with the same ordinal number overlap while preceding
the switch frame with the same ordinal number. In a partrcula
ie. the traffic passes the fabric as long as outputs are YRitch frame of the first_ time axis in Figure 3, the input SES
c;vérloaded and > 1 Q\ﬂﬁ pass cells of the mpu.t frames with the same ordinal
= number, the center SEs will pass cells of the input frames

Proof: It Is easy to see that the traffic loads PaSSINGith the ordinal number decremented by 1, and the output

through the internal links of the same SE are identical Wheéts will pass cells of the input frames with the ordinal
the describeq load b_alancing algorithms are applied. msall’mmber decremented by 2. For example, in the switch frame
the total traffic passing throu_gh any SI.E does n_ot exceed l?:“{he input SEs pass the cells that have arrived in the input
can reachnfz, the traffic passing some |r_1ternal link dpes_n%ames designated by 3, the center SEs pass the cells that
ex(cjeedl b.l:t %arl] Le%omR/hl_. 'rl]'msttraff_lfc W'clil palss_f;hi ll'nk i have arrived in the input frames 2, and the output SEs pass
and only ifnkt/l < R, which is true if and only if5 > 1. ® the cells that have arrived in the input frames 1. This coarse
synchronization can simplify the controller implemerdati
IV. GENERALIZED PERFORMANCEANALYSIS OF LOAD Otherwise, SEs should give priority to the earlier framegcivh
BALANCING ALGORITHMS complicates their schedulers, also cell resequencingrbeso

Traffic of each individual flow is balanced independentlj’oré complex because the maximum jitter is increased. We
across the SEs. If there are many flows that transmit cefdll calculate the fabric utilization such that all cells af
across some SE at the same time, the cells will experienge IJf@Me are guaranteed to pass the switch stage within the next
delay. Many applications, e.g. voice and video, requireaaid frame, so resequenced cells may be at mistells apart.
delay guarantees. We will assess the worst case utilizatn Consequently the resequencing buffer sizé'isells, and the
balancing algorithms that provide rate and delay guarantetotal cell delay is increased faf'7.. The total delay that a
We will focus on the traffic that requires rate and dela9e” may experience through_a three-stage Clos packetfswitc
guarantees, and assume that this traffic is policed at ditieer IS four times the frame duration:
edge of the network, or at the switch ports. Note that padicin D = 4FT.. 3)
is necessary for rate and delay guarantees to be provided. Fo ) )
example, input 1 negotiated to send 10Mbps to output 3, the"Ve will cqlcu_late the number of cells passing through an
policing interval is 0.5ms, the cell duration is 50ns and trgternal fabric link per frame in terms of,,, F* (or D/4T.),
port bit rate is 10Gbps. Then, input 1 will send at most 18, Ny Which should be smaller than the number of cells
high-priority cells per frame to output 3. We also assume thBe" frame on the internal link equal t§Fn/l, and from
SEs are non-blocking and provide rate and delay guaranté@é’? inequality we will calculate the maximum utilizatior o
So, they transfer all the policed traffic within one frameipdr the input links ¢, /F). Also, we will calculate the speedup
These features hold when the shared buffers are used as S€gded to achieve the 1@0switch utilization, and a given
But they also hold for the cross-bar SEs with the Speeduptgferable_ delay. Note that all lemmas and theorems hold in
two that are run by the maximal matching algorithms [15]arge switches where> 10.

[16], [19], [26].

Time of a switch and its input ports is divided into theA. Switch Utilization
policing intervals, or frames, that at€T.. long as shown in  Lemma 1:Let ' denote the maximum number of cells per
Figure 3, whereF' is the number of time slots of durationframe sent from a given input SE through a given center SE.
T.. Each input-output pair is guaranteed a specified number|pholds that
time slots per frame. For examplg; time slots are guaranteed nF, . . nF, .
to input-output pail(, j), 0 < i,j < N. Each input, and each — TNp—n<F <=+ Ny, (4)

Fig. 3. Time diagram explaining a coarse synchronization.

supported by a fabric internal link that either connectsutnp
and center SE, or center and output SE.

Theorem 1:Non-blocking is provided in Clos packet
switches based on load balancing without the fabric speed




whereN} denotes the maximum number of flows sourced gnd the right side of inequality in Lemma 2 is proven. ®
input SE that pass through the links from this SE to centerLemma 3:Let F' denote the maximum number of cells

SEs. per frame sent to a given output SE through a given center
Proof: Letf/ , 0<g< N}, denote the number of time SE. It holds that

ig?
slots per frame that are guaranteed to the individual flows

nkF, nkF,

l l

sourced by SE. It follows:
f!
F, < Z [T“ﬂ = where N/ denotes the maximum number of flows bound to
some output SE that pass through the links from center SEs
4 to this output SE.

+ N¥, (11)

+N{ —-n<F!'<

! J9 U
Fe < l Ny = Proof: The proof is similar to the proof of Lemma 1
ngF Lemma 4: Maximum utilization of the links from center to
F, < —=+Nj, (5) output SEs is:

l

where [z] is the smallest integer no less thani.e. [z] <
x4+ 1. This proves the right side of inequality (4). We can find
a case in which the number of cells passing an internal link
per frame exceeds the left side of inequality (4), and so does ! L
F; according to its definition. Assume that out d; flows Proof: The proofis similar to the proof of Lemma 2

sourced by SE, NV} —n flows are assigned one time slot per 'I(;heorcre]mhz:l:l/lamlrlnum ut|It|ﬁat|on (lr;fht.hedfapnc w:ttzrr;al Imksl .
frame, and the remaining flows are assignedF’, — (N} —n) unhderwhich afl celis pass them within designated frames 1s.

" "
)

l l
_2f "< mi _fr Ll
max (0, .S nF) < U;' <min(1,8 — + F) (12)

time slots per frame. If it happens that first cells in a frame IN; ) I(Nf —n)
of all flows are sent through SE the total number of cells ~ max(0,5 — —=7) < Ui <min(1, 5 — ———).  (13)
per frame transmitted through $Efrom SE; will be:

where Ny is the maximum number of flows that are passing

!
F = N} —n+ n[& _ &1 through some internal link of the fabric.
I nl Proof: The proof follows from Lemmas 2 and 4. m
nF, (—=1)N;—(nF, —N}t) mod(nl)
+
[ [
F
_nl “+Ni—n
. We calculated the maximum utilization when different flows
for > 10. C.Ia|m of the lemma follows. ~® hound for the same SE are independently balanced, so tise cell
Lemma 2.l>/|axw_nqm utilization 9f the links from input 0 ¢ 5 given frame are sent starting from the same center SE.
center SEs{J;, satisfies inequality: Alternatively, equal numbers of flows are balanced starting
IN} , ) INy from different center SEs in each frame. For example, flow
max(0, S — ﬁ) <U; <min(1, S - Py f)- (7) ¢ of SE; resets its counter at the beginning of a frame to
cig = (i +g) mod!. Or, flow g bound to Sk, resets its

Proof: Note thatnSF/1 is the number of cells that may COUnter at the beginning of a frame ¢p, = (k + g) mod .

pass the link from an input to a center SE within one fram¥/e can assumevy, Ny’ > 10/ or N; = Ny’ = 0 mod/ in
Let F, is such that: order to simplify the analysis of load balancing algorithms

7 SF with the desynchronized counters, due to the fact that other
M ue nol (8) cases will not be of interest in the later discussion.
! ! Lemma 5:1In load balancing algorithms with the desynchro-

If F\,. is the number of cells that are guaranteed to an input gized counters, the maximum number of cells passing through
to an output per frame, the number of cells passing an interggjink from an input SE to a center SE is:

link satisfies

F ©6) B. Switch Utilization when the Counters are Desynchronized

v

I
+ N} =

nF, . N} IN}
Fl < nl;“C + N; =nSF/I, 9 Fl = 12 : ; F= 2711 (14)

according to lemma 1, and all the cells will pass the internal - — F< lévrf-
links in question within a frame. So the maximum utilization
under which all cells pass the switchl§ > F,./F and the Proof: We will calculate the maximum number of cells
left side of inequality in Lemma 2 is proven. From Lemma that are transmitted from SEthrough SE(,,_1 in the middle
F!>nF,/l+ NJ’c —n, SO it must hold stage, and the same result would hold for any other center SE.

nF, SF Let f;, denote the number of cells in flogwwhich is balanced

+Nh—n < Fl<Z

i starting from SE; at the beginning of each frame, where=

(14 g) mod!. Then, the number of cells in floy transmitted
(10) from SE; through SE(,,_1) is {( it (itg) modl)/lJ,where

I
Fu
F

IN! l
Ul < §S— L4
r = nF—i_F7



|| is the smallest integer not greater than.e. [z| < z .
So, the number of cells frol8 E; through SEk(,,_,) is:

fiy + (i+g) modl

Fo= ) ] J
0§g<N}
fl, + (i +g) mod{
< )
0<g<N; J
_onFy  Np 11
T l
nF, N}
N (15)

for I > 10 and N; > 10l. Note that inequality (15) holds for
[>10 andN} mod!/ = 0 as well. Equality in (15) is reached
if and only if:

r l _

g =1 —(i+g) modl+1-y;, (16)
wherey;, > 0 are integers. Valueg; that satisfy condition

(16) exist if it holds that:

nky = Z filg
O<g<N}
N 1(1+1
> Y (- (i+g) modl)=—L %@
0<g< N}
N, IN’,
F, Ny i+l _f’ (17)
n 2 2n

for I > 10 and N; > 10[. Note that inequality (17) holds
for I > 10 and Ny mod! = 0 as well. When inequality (17)
holds, equality in (15) may be reached, and:

nF, N}

F = L. 18
L=t (18)
If inequality (17) does not hold:
N, N, .
Ny z(z+1) < wp, < (z+1) (,2—1-2)4:>
l 2 l 2
—1+ /14 5ol

z

(19)

—5 ]

where0 < z < [ is an integer. Becausg, > 10N};/(8nl):

2nlF,,

Ny N} . (20)

It is easy to understand that will be maximal for:
l—q Il—2<q=(+g)modl <l
fig = . (21)
0 0<(i+g) modl <l—z.
If o, <IN}/(2n), from (15,20,21):
N 2nF, N/
F = lfzm/ e 22)

Lemma 6: Maximum utilization of the links from input to
center SEs, when the counters are desynchronized is:

IN’, IN’,
S— 2nIf7‘ F> nS{
I
Ud - nS2F lN} (23)
QIN} F< nS *

Proof: Since F! < nSF/I, from Lemma 5 it follows
that for F, > IN}/(2n),

oo M Ny nSF
c I 2 —
F IN!,
o uw g T f
Ua F = s onF
IN}
F > — (24)
and forF,, <IN};/(2n) :
MF,N". nSF
F = I <
c V=7 ST 7
F IN} nS?F
= 2 <min(—L .
Uq 7 Smin(g 21N}) (25)

So, the maximum utilization when counters are reset each
frame is:

F.
v, = —=
F
S—mF P23
< . IN} .s°F F IN (26)
min (o7, 2N ) Fu <5
From equations (24,26), it follows that:
IN IN',
, S— 2nIf7‘ F> nS{
U= nS2F ING 27)
QIN} F< nS *
[ |

Lemma 7:In load balancing algorithms with the desynchro-
nized counters, the maximum number of cells passing a link
from a center SE to an output SE is:

N INY
le + Tf > 2rf
" o__
Fc - 17 7 (28)
2nF, Nf F le
l < 2n

Proof: Let f,'c’g denote the number of cells in flowy
transmitted to Sk, that are balanced starting from SEat
the beginning of each frame, wheje= (k + g) mod!. Then,
the number of cells in flowy transmitted to Sk, through
SE(n-1) is [(fi, + (k+g) modi)/l]. The rest of the proof
is similar to the proof of Lemma 5. ]

Lemma 8: Maximum utilization of the links from center to
output SEs when the counters are reset each frame is:

U 1"
S— b P25
" __
Ui = g TN (29)
S P <4
2lN}’ nS °



Proof: The proof is similar to the proof of Lemma @& When the counters are desynchronized, from Lemmas 5 and
Theorem 3:In the algorithms where balancing of differen7 it follows that:

flows is desynchronized, maximum utilization of the fabric nF o Ny g Ny
internal_links under which all cells pass it within desigtht nSqF > max (F!, F'') = ! 2 - 2n
frames is: ! [2nFN;  p o Wy

s Wy p Ny ] o

U, = 2nF = nS 30) . .
4= WSPE g 1N ( and so inequality (33) follows. ]
2le nsS >’

whereN; is the maximum number of flows balanced through V- PERFORMANCE OFLOAD BALANCING ALGORITHMS
some fabric internal link. In this section, the switch performance for various system

Proof: Maximum utilization of the fabric internal links parameters will be discussed. All graphs are drawn accgrdin
under which all cells pass it within designated frames i® the previously derived formulas. These formulas acelyat

derived from Lemmas 6 and 8 to be: describe the worst case switch performance. So, the switch
_INg g Ny performance for any particular traffic pattern will not bera®

Us = min(U3, UY) = 22nF - ”’f (31) than the performan_ce shown in the graphs. Since the Worgt

ngf F<—£ case performance in the graphs can be reached for certain

traffic patterns, it determines which load balancing scteme

h h des th . izt u h are acceptable and which are not.
Note that Theorem 3 provides the maximum utilization when yye iyl giscuss the switch utilization and the fabric spegdu

both balancing of flows sourced by an input SE, and. balanciﬂg{ a given tolerable delay. One way packet delay that can
of flows bound for an output SE are desynchronized. T, erated by interactive applications is around 150rs, b
assumption will hold in all consider algorithms. only 50-60ms of this allowed delay can be budgeted for the
gueueing. The switch delay below 3ms may be required for
C. Switch Speedup with and without Desynchronized Countgegious reasons. For example, packets might pass multiple

Often, signal transmission over the fibers connecting aiistaPacket switches from their sources to the destinations, and
routers requires most complex and costly hardware. ThezpfdPacket delays through these switches would add. Also, in
it is important to provide the highest utilization of the fibeOrder to provide flexible multicasting, the ports shouldxfard
transmission capacity. For this reason, switching fabriith Packets multiple times through the packet switch, and the
the speedup have been previously proposed and used. ~ Packet delay is prolonged accordingly [2], [17], [18], [27]

Theorem 4:The speedufs required to pass all incoming It can be observed from our previous analysis that the
packets with a tolerable delay when the counters are chgngitrformance of a load balancing algorithm depends on the

independently is: number of balanced flows. Lel, denote the maximum
number of balanced flows passing through some internal link.
1+ M <S8 <1+ lﬁ’ (32) Ny isequal to the maximum number of flows sourced by some
n B nk input SE or bound to some output SE.
and the speedup when counters are desynchronized is: First we will assume that the Clos packet switch comprises
LN ps vy identicaln x n SEs, i.e. than = m = [ = +/N. In the first
S, > nk - 2n (33) algorithm,N; = nN, because any input SE souree¥ flows,
- %L F< %L and each ofV inputs balances flows bound for any output

SE. In the second algorithilY; = IV, because any input SE
Proof: It should hold thatF, = F while F, < nSF/I sourcess” = N flows, and each oV inputs balances one flow

whereF, is the number of cells passing through some internfQ" @ny output SE. In the third algorithmV; = N because any

link per frame. When the counters are independent frofpPut SE sourcesV flows, and each of input SEs balances
Lemmas 1 and 3 it follows that: n flows for any output SE. In the fourth algorithmV; = n

nS. F nF because any input SE sourcesflows, and each ofi input
- e + Ny —mn, (34) SEs balances one flow for any output SE.

Under the assumption of no speedup, i®.= 1, we
which proves the left hand side of inequality (32). If spg@dipptain the maximum utilizations for described load balagci

> max (F, FY') >

Sic is such that: algorithms by substitutingV; in formula (13):
nSiCF nkF N
— =7 s Ui :max(o,l—n?),
then, from Lemmas 1 and 3 it follows that: N
S F F Uiz = Uig = max(O, 1-— f)’
no; n
< = _+Nf ZmaX(FglaFg”)a U24%1 (35)

l l
and all the traffic is guaranteed to pass the fabric with ti®o, the first load balancing algorithm is least efficient, levhi
speedupS;., which proves the right hand side of inequalitythe fourth algorithm is most efficient. However, the foudhd
(32). balancing algorithm is not an obvious design choice because
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Fig. 4. Switch utilization when counters are (a) independén) desyn- Fig. 5. Fabric speedup when the counters are (a) indepen¢i®ntiesyn-
chronized: solid curves represent the algorithm in whigiute balance flows chronized: solid curves represent the algorithm in whiguta balance flows
bound for output SEs, and to the algorithm in which input S&arce flows bound for output SEs, and to the algorithm in which input SBlatce flows
bound for outputs; dashed curves correspond to the algoiithvhich inputs  bound for outputs; dashed curves correspond to the algoiithwhich inputs
balance flows bound for outputs. balance flows bound for outputs.

it requires the shared buffers, while the first two algorishnihe second algorithn) < i < n, 0 < j < N for the third
require the cross-bars that are more scalable. algorithm. (Efficiency of the third algorithm is already st

In order to increase the efficiency of the load balancir§ 100%.) Because in all these cas#g > 10n andn > 10,
algorithms, the frame length should be increased. On therotithe guaranteed utilizations for the enhanced load balgncin
side, the cell delay is proportional to the frame length. S¥gorithms can be derived by substituting in formula (30):
the maximum frame length will be determined by the delay 1—2N Fs N
that could be tolerated by the applications such as inteeact Uy = { 2F -
voice and video. Assume that the maximum delay that can be QHLN F <nN,

tolerated by interactive applications I3, and the cell time 1— % F>N
slot duration isT., then Usr =Uas = » (38)
v F < N.
D 2N
F= 36 (39)
1T, (36)
It follows that:
and: )
AnNT 1— 228 D > 4nNT,
Ui = max(0,1 — %), Un = D
D SANT. D < 4nNTC,
4ANT., ONT,
Uip = Ujz = max(0,1 — ). (37) 1-255= D>4NT,
D Up =Usz = (40)
L D<4NT
If flows are balanced starting from different center SEs, the 8NT. ¢

efficiency of load balancing can be improved. Namely, at thehere D is the maximum delay that can be tolerated, and
beginning of each frame, counters will be set to the appatgri again it is assumed that there is no speedup, i.e.$hatl.
values, e.gc;; = (i +j) modl, where0 < ¢,j < N for the Figure 4 shows the fabric utilization decrease as the switch
first load balancing algorithm) < i < N, 0 < j < n for size is increasing for various tolerable delays. In 4 (a)nters



are independent, while in (b) counters are desynchronizesl.  Figure 5 shows the fabric speedup that provides non-
cell duration is 50ns. The solid curves represent the secdnldcking through a switch for various delays requirements.
and the third algorithm{; = N), while the dashed curvesin 5 (a) counters are independent, while in (b) counters are
correspond to the first algorithnVy = n/V). One can see that desynchronized. The cell duration is 50ns. The solid curves
the efficiency of the first balancing algorithm might deceeasepresent the second and the third algorithivi (= N),
unacceptably as the switch size is increasing. For examphhile the dashed curves correspond to the first algorithm
the utilization of a fabric with 1000 ports drops below0 (N; = nN). The first load balancing algorithm requires the
for a tolerable delay of 3ms. On the other side, for the sarspeedups larger than 2 and 10, in order to provide the delay
tolerable delay and cell duration, the utilization of a falwith less than 3ms through a switch with 1000 and 4000 ports,
4000 ports is 8% if the second or the third load balancingespectively. On the other side, the speedup required wieen t
algorithm is applied. It can be concluded that the last threecond and third load balancing algorithms are appliecbisecl
load balancing algorithms (for whiclvy < N) provide a to 1 for all switch sizes. Figure 5 (b) shows the fabric spgedu
superior performance. We note that the efficiency of the firdtat provides non-blocking through a switch for variousagsl|
load balancing algorithm is improved when the counters arequirements in the case when the counters used for batancin
desynchronized, but, it is still low in the large switchesandn are desynchronized. The first load balancing algorithmirequ
cells bound for the particular output are spread equallpsscr the speedups larger than 2 and 7, in order to provide the delay
the center SEs. For example, the utilization of a fabric witless than 3ms through a switch with 1000 and 4000 ports,
1000 ports drops below 30for a tolerable delay of 3ms, andrespectively. So, the required speedup is reduced when the
below 10% in a switch with 4000 ports. The efficiency of thecounters are desynchronized. No speedup is needed when the
second and the third load balancing algorithm is improved tosecond and third load balancing algorithms are applied and
for the same tolerable delay, the utilization of a fabrichwitthe counters are desynchronized.
4000 ports is 9%. We observed earlier that the fourth algorithm achieves the
If the utilization of the transmission capacity is to beyest performance. However, this algorithm should be imple-
maximized to 100, the switching fabric with a speedupmented using shared buffers as SEs which are not scalable.
should be implemented. The speedup required to provide thew, we will assume that the SEs are shared buffers of a
100% utilization varies for different load balancing algoritem |imited size. The large number of these SEs are required

In the simple case when different counters are independeat, build high-capacity packet switch, i.é. = m > n.
required speedups can be obtained from formula (32) to b&rom equations (13,30,32,33) it follows that the perforoean
nN degrades a$/n increases, but the smaller number of flows
S =1+ o that are balanced in the fourth algorithm may compensate for
N this degradation. As a reminder, in the fourth algorithm wflo
Sip = Si3 = 1+ T (41) comprises cells sourced by the same input SE and bound for

When the counters are desynchronized, the required speed{}f§ S&Me output SE. If the fourth load balancing is appliad, a

are decreased and can be obtained from formula (33) to b&?€ switch performance in terms of switch parameterand
N can be calculated using formulas (13,30,32,33) as follows:
1+28 F>=oN
Sa1 =

. N2
A/ # F < %, Uy = maX(O, 1-— —nBF),
tror F23 . l-aer F20%
Sd2 = SdS = (42) dd = 3 2
p n°F N
N po N v F<9s,
2
Speedups required to pass the packets with a tolerable delay Sy = 14 ]\3[_,
of D can be calculated from formula (41): n FN2 N
1+ 53
4nNT 2n3F Z 93
Su=1+ D E o { /2N2 N2 (45)
ANT. n3F F< on3

Siz = Siz =1+ ——.

(43)  The fabric utilization or the fabric speedup for 200

When the counters are desynchronized, required speedepsiifization for a tolerable delay ob is:

decreased and can be obtained from formula (42) to be:

AN?T.
. 1+ 228 D > 2nNT, Uis = max(0,1- ng—D)7
d1 = 2N2T, AN3T,
8nNT. D < 2nNT,, vy = 1T et P2
- 3 2
1+ 2L D >2NT, b D<A
Sgp = Sq3 = (44) AN2T
SNT. D < 2NT.. Siu = 1+-—=-,
n3D
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Switch utilization: solid curves represent the perfance with Fig. 7.

independent counters; dashed curves correspond to therrparice with

Fabric speedup: solid curves represent the perfucenavith
desynchronized counters.

independent counters; dashed curves correspond to therrparice with
desynchronized counters.

1420 p> 2T is 5 for 7, = 50ns and 4 fotT. = 20ns. The required speedup
Sqa = - , (46) when N = 10000 andn = 16 is always less than 2. So, the
Snng“ D < mfl—sT switch performance improves as the number of ports per SE

increases. The performance can be improved by decreasing
Figure 6 shows the fabric utilization decrease with thihe cell duration time which increases the implementation

number of ports for various numbers of ports per SE. Figurecomplexity. Speedups are further improved when the cosnter
shows the fabric speedup increase with the number of parts &ne desynchronized. The satisfactory performance is esthie
various numbers of ports per SE. The solid curves represémt the number of ports that rapidly decreases witland so
the algorithms in which the counters change independentlye switch connectivity degrades asdecreases.

while the dashed curves correspond to the algorithms intwhic It is difficult to implement the high speed ports. Let us
the counters are desynchronized. It can be observed that itheestigate if it would be worthwhile to make efforts to
performance is considerably improved when the counters alevelop such ports. Assume that one SE is placed on one
desynchronized. For small, the efficiency drops fast as theline-card, and line-cards have the specified capacity dbgss
number of ports increases. It is non-negligible for the édargon the number of ports per SE. Figure 8 shows the fabric
switches only when the cell duration is very short and thailization decrease with the number of line cards for vasio
counters are desynchronized. For example, when-1000 numbers of ports per SE, while Figure 9 shows the fabric

andn € {1,4}, the utilization is close to 0 fof. = 50ns. speedup increase with the number of line cards for various
Utilization improves and exceeds %0for n = 4 and T, =

numbers of ports per SE. Again, the solid curves represent
20ns. Utilization is above 5% in the switches with more the algorithms with independent counters, while the dashed

than 2000 ports only when = 16. Similarly, the speedup curves correspond to the algorithms in which the counters
required in PPS witlm = 1 would be high. ForN >1000, are desynchronized. We can see that for a specified switch
the required speedup is above 10. On the other side, in reguapacity, and therefore the number of line cards, the atibn

Clos packet switches wheree {4,16} the fabric utilization of the fabric increases as the number of ports per line card

and the speedup required for the ¥08witch utilization are increases. Or, the speeedup required for7 0dilization of the
improved. The required speedup whah= 2000 andn = 4

switch capacity decreases as the number of ports per limke car
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Fabric speedup: solid curves represent the perfucenavith

independent counters; dashed curves correspond to therrparice with
desynchronized counters.

Fig. 8.  Switch utilization: solid curves represent the perfance with Fig. 9.

independent counters; dashed curves correspond to therrparice with
desynchronized counters.

increases. So, the smaller number of line cards are require¢ome input to some output SE can be implemented if SEs are
provide the same capacity if the number of ports per line cagfossbars, and it performs well for the practical switctesiz
is larger. The larger number of ports also provides the rich€he performance is even better when input SEs balance the
connectivity, and the development of high-capacity poassd traffic because the number of flows is decreased. However, the
not seem advantageous. implementation of the algorithms where input SEs balanee th
Note that assuming different load balancing algorithms fiiaffic may be more complex, and, consequently, less sealabl
PPS, the packet delay has been analyzed in [4] to reach First, the counters of the arbiter should be updatetimes
Moz - Te, WhereM,, ... is the maximum number of multicastPer cell time slot, which may require advanced processing
sessions per port. So, the de|ay in this switch can be Vé}gpablllty, and may limit the number of SE ports i.e. theltota
large2N - F-T. = 2N - R-T./G, whereG is the granularity switch capacity. Also, these algorithms assume the SEs with
of multicast sessions. In a switch with 10Tbps capacity, féhe shared buffers whose capacity was recognized to beesmall
the multicast session bandwidth granularity of 10Mbps, ari@an the capacity of the cross-bar SEs. But, the performance
T. = 50ns, the packet delay o = 100ms is unacceptably Of a Clos packet switch comprising the large number of the
large. limited capacity SEs with shared buffers was shown to be also
In summary, the switch performance improves as the nugatisfactory when the number of ports per SE is sufficiently
ber of balanced flows decreases. The algorithms for whifge. Finally, the switch performance is significantly iroyped
N; < N will perform well for all practical switch sizes in when the counters are desynchronized. At the expense of
the caser = m = [. In [27], it was proposed that the end-to2 minor increase of the algorithm complexity, the fabric
end sessions are independently balanced in a switch. In tH#§zation is significantly increased. As a result, the teWi

caseN; > nN, and consequently the performance is pooréPnsuming the smaller space and power will be able to provide
than of the algorithm where a flow comprises cells from sonie given high capacity.

input to some output. The performance of the latter protocol

was not satisfactory in terms of the fabric utilization ahe t VI. CONCLUSION

speedup required for the 1@0switch utilization. On the other

Clos packet switches provide high capacity. Clos packet
side, the algorithm in which a flow comprises cells bound froswitches are non-blocking when the load bound for either
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outputs or output SEs is balanced across the SEs in the midadbg w. Kabacinski, C. T. Lea, G. Xue, “50th anniversary ob€hetworks,”

stage. As a result, no centralized admission control isirequ

in the described architecture. When reserving bandwidtiafo, 3
new session, an input port has only to check if the apprapriat
output port has sufficient capacity. If the sufficient barativi [14]
is provisioned to users, admission control can be moved to
the edge of the network, and a user would check if the
destination user has enough capacity to receive data, ad 9é°!

the information accordingly. This distributed admissiomtol
would further enhance the dynamics of the Internet.

switches based on load balancing. We calculated the didiza

for various load balancing algorithm in terms of the numbﬁ|

of flows that are balanced, and various tolerable delays.

presented analysis is accurate, using minor approxinsmtiofn9]
As expected, the performance degrades as the number

balanced flows increases. The utilization was shown to be
poor in the large switches in which end-to-end sessions are
balanced independently. However, balancing the small reumi?l]
of flows readily provides required rate and delay guarantees
in arbitrarily large switches. We showed that the perforogan(22]
is satisfactory in very large switches (with 4000 ports) whe

the cross-bars are used, if a flow comprises cells for the sapg
output switching element. We also examined the performance
of Clos packet switches using limited size shared buffers f
switching elements. It was shown that their performance i

satisfactory for equally large capacities, when the sffitty

large number of ports per switching element are deployéaf?]

The counter desynchronization slightly increases therétgo
complexity, but significantly improves the fabric utilia,

and so it reduces the space and the power that the switch
[27]

requires.
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