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I The term cell is adopted
from asynchronous trans-
fer mode (ATM) in the
sense of fixed length, but
the cell used here does not
necessarily have the same
format and length as the
ATM cell.

ABSTRACT

Large input-output buffering with a moderate
speedup has been widely considered as the most
feasible solution for large-capacity switches. We
propose a new terabit per second packet switch
and call it the Saturn switch. It uses a simple
dual round-robin arbitration scheme to schedule
packets, and achieves high throughput and low
statistical delay bound. It employs a bit-sliced
crossbar fabric to switch packets at 10 Gb/s at
inputs and outputs, and adopts a novel token-
tunneling technique to arbitrate contending
packets at high speed (e.g., within 10 ns), thus
achieving a switch capacity of more than 1 Tb/s
with existing electronic technology.

INTRODUCTION

The virtually unlimited bandwidth of optical fibers
has caused tremendous increase in the speed of
data transmission over the past decade, and hence
stimulated high-demand gigabit per second multi-
media services such as distance learning and
videoconferencing that will undoubtedly be part of
our lives in the new century. The Internet, togeth-
er with its robust and reliable Internet Protocol
(IP), is widely considered the most reachable plat-
form for next-generation information infra-
structure. The challenge to the success of the
Internet lies in the deployment of terabit per sec-
ond packet switches to meet the exponential
growth of multimedia and Internet traffic while
providing quality-of-service (QoS) support.
Fixed-length switching technology is widely
accepted to achieve high switching efficiency.
Variable-length packets are segmented into
fixed-length cells! at inputs and are reassembled
at outputs. Much research effort, including the
Weighted Fair Queuing (WFQ) family (e.g., [1,
2]), has been devoted to packet scheduling at
outputs to support fair bandwidth sharing that
provides delay bounds for regulated traffic.
Switches are said to be ideally output buffered
when all cells arriving at inputs would be imme-
diately forwarded to outputs. In other words, the
speed of the internal switch fabric and the output
port memory would have to be large enough to
accept all possible input cells. If the ratio of the

internal bandwidth to the input bandwidth is
defined as the speedup factor, the purely output
buffering has a speedup factor equal to the switch
size, say N. This is infeasible for a terabit per sec-
ond switch. In contrast, purely input buffering
has a speedup factor of one. It suffers from head-
of-line (HOL) blocking, whose non-work-con-
serving property causes difficulty in providing
bandwidth guarantees. Therefore, a moderate
speedup factor between 1 and N is usually adopt-
ed in designing large-scale switches. More than
one arbitration is allowed in a time slot to
increase the overall arbitration efficiency, which
can be further improved with iterative matching
to schedule cells from inputs to outputs.

Recently, we observed several methods perfect-
ly emulating purely output queuing under a mod-
erate speedup factor (2-4) so that ideal packet
scheduling can be realized at outputs (e.g., [3-5]).
They consider the states of output packet schedul-
ing the arbitration priority, and iterative stable
matching is needed to ensure perfect emulation.
While these might be the future choice for perfect
scheduling and providing delay bounds, its time
complexity of at least O(N) matching iterations is
infeasible with existing electronic technology for a
terabit per second switch. Together with some
sorting time required to emulate the desired fair
queuing, the total time budget can be as large as
implementing N simple arbitrations. The enor-
mous state maintenance and large amount of state
information exchange between inputs and outputs
also make it impractical to implement perfect
emulation of fair queuing with stable matching.

From a more practical point of view, the arbi-
tration should be separated from the output
packet scheduling to keep the implementation
and time complexities reasonable. Although per-
fect emulation of output queuing cannot be real-
ized and no delay bound can be achieved
absolutely, delay control is still attainable in the
statistical sense: the portion of cells with an
undesired delay is bounded by an acceptable
probability. Relaxing the delay bound require-
ment from absolute to statistical should not
cause significant performance degradation
because, even if the delay bound is absolutely
guaranteed, some cells may still be lost due to
buffer overflow and other reasons.
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Mean Average cell delay

burst POQ c=2 c=3 c=4

length (c = N) Input Total | % over POQ Input Total | % over POQ Input Total | % over POQ
b=1 4.50 0.26 4.62 2.67 0.02 4.50 0.00 0.003 4.50 0.00

b =10 85.2 12.1 96.2 12.8 0.34 85.3 0.14 0.031 85.2 0.00

b =50 442.2 71.8 509.5 15.2 1.84 443.2 0.22 0.16 442.3 0.023

m Table 1. Comparisons of average cell delay under various speedup factors and traffic burstiness.

To support distributed switching control, we
proposed the dual round robin (DRR) arbitra-
tion scheme [6] in which input selection and out-
put contention resolution are separately handled
by two independent sets of round-robin arbiters.
Among the virtual output queues (VOQs) main-
tained at each input, a cell is selected in a round-
robin manner to be the request for output
contention resolution. The selected cell keeps
contending until winning a token, and then the
next cell is selected. Compared with first-in-first-
out (FIFO) input queuing, DRR scheduling
reduces the destination correlation of the cell
arrival sequence for output contention resolu-
tion, and thus significantly improves the through-
put and delay performance for bursty traffic.

Another challenge to building a large-capaci-
ty switch lies in the stringent arbitration time
constraint to resolve output contention. The
architecture described in [7] is an input-buffered
crossbar switch with centralized contention reso-
lution, which does not scale well for a large
number of switch ports due to the centralized
nature of its arbiter. Traditional arbiters handle
all inputs together, and the arbitration time is
proportional to the number of inputs. As a
result, the switch size or capacity is limited given
a fixed amount of arbitration time. We propose
a novel token tunneling arbitration scheme for
output contention resolution that is implement-
ed in a distributed manner. This is a variation on
the ring reservation method proposed in [8] and
provides fairness. The arbitration time of the
ring reservation method is proportional to the
number of switch ports. With the token tunnel-
ing technique, it is possible to reduce the arbi-
tration time to the order of the square root of
the port number. The ring reservation method
proposed in [8] is implemented using sequential
logic, whereas our token tunneling arbitration is
implemented with combinational logic that
makes it even faster. Our design has delay in the
basic arbitration unit comparable to the bidirec-
tional arbiter described in [9], but our overall
arbitration delay is much smaller because of the
token tunneling method. Furthermore, our
design needs only two pins per output port, com-
pared to six in theirs. Crossbar chips are general-
ly pad-limited; therefore, the number of pins
required per port determines the number of
ports that can be accommodated in a single chip.

The rest of this article is organized as follows.
We will summarize the pros and cons of various
approaches to delay control with speedup, and
highlight why statistical delay control should be
considered. We will describe the DRR arbitra-
tion scheme and highlight its advantages in per-

formance and implementation complexity. We
will demonstrate our design of a terabit per sec-
ond packet switch using token tunneling and bit-
slice techniques, which is called the switch at
terabit using dual round-robin (Saturn)? switch.
We then summarize our work and highlight
some future research directions.

DELAY CONTROL WITH SPEEDUP

Using speedup with input-output queuing is
widely accepted as the most feasible solution to
building large-scale switches. There are two dif-
ferent meanings in the literature when talking
about a speedup factor of c. In the first one, the
switch fabric runs at ¢ times the speed of input
and output ports [10]. A time slot is further
divided into ¢ cycles, and cells are transferred
from inputs to outputs in every cycle. An input
can transmit and an output can accept ¢ cells in a
time slot. In the second meaning, an output can
still accept ¢ cells in a time slot, but during the
same period at most one cell can be transferred
from an input [11]. The switch fabric does not
need to run ¢ times faster. We call this approach
output expansion and to the first as speedup.

We observed some analytical studies on the
switch throughput and cell average delay for out-
put expansion under bursty traffic model [11,
12]. A factor of 2 only achieves 82.8-88.5 per-
cent throughput depending on the degree of
input traffic correlation (burstiness) [12]. In the
bursty traffic model, each input alternates
between active and idle periods of geometrically
distributed duration. During an active period,
cells destined for the same output arrive contin-
uously in consecutive time slots. The probability
that an active or idle period will end at a time
slot is respectively fixed.

Under the same traffic model, however, the
simulation studies for the first speedup approach
implicitly show that a speedup factor of 2 yields
100 percent throughput [10]. Table 1 summa-
rizes the average cell delay with speedup factors
from 2 to 4 and under various bursty traffic after
2 billion cells are simulated in a 256 x 256 switch
with FIFO inputs and outputs and round-robin
arbitration. From the table we see that the delay
performance when the speedup factor is 3 or
more is nearly indistinguishable from that of
purely output queuing. “% over POQ?” is the
ratio of the input queuing delay of input-output
buffered switches to the output queuing delay of
purely output queuing (POQ) switches.

We observed three different approaches to
achieving delay bound in the input-output
buffered switches in recent literature. The most

2 Another reason it is
called the Saturn switch is
that the switch has multi-
ple token rings circulating
around the switch fabric,
similar to the planet Sat-
urn, which also has multi-
ple rings around it.
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DRRM is adopted
in the SATURN
switch. An input
arbiter at each
input selects a
non-empty VOQ
according to the
round-robin
service discipline.
After the
selection, each
input port sends
one request,
if any, to an
output arbiter.

Mean burst length

MDB (¢) = min{D:Pr[W;, > D] <€}

Mean delay with POQ

e Speedup = 2| Speedup = 3| Speedup = 4

b=1 103 3.7 0.8 0.2 4.5
106 9.0 2.6 1.3

b =10 103 145 18 85.2
106 311 66 25

b =50 103 817 95 23 442.2
106 2024 384 133

m Table 2. Comparing statistical input delay bounds with the average output queuing delay.

straightforward idea is to incorporate fair queuing
into the arbitration [2]. It has been shown that,
with a speedup factor of 6, the cell delay can be
bounded for each individual flow that is leaky-
bucket regulated, and the bound is independent
of other flows and switch size [5]. However, such
arbitration involves enormous state maintenance
and transactions among all flows over the switch,
which seems too much to be practical. Besides, a
term of the bound obtained is proportional to the
ratio of the burstiness and the flow rate [5], and
thus could be very large for low-rate flows.

The second idea is to emulate an input-output
buffered switch with speedup as a purely output
queued switch by specially scheduling cells from
inputs to outputs such that the cell departure
sequence from each output is identical to the emu-
lated purely output queued switch [3]. The emulat-
ed switch of the desired service discipline (e.g.,
WFQ) is required to run in the background for
calculating the departure timestamp (or the time-
to-live value) and then setting a priority value for
each cell. Based on the priority values, an iterative
stable matching algorithm is used to schedule cells
from inputs to outputs in every arbitration cycle.
The time complexity of the iterations, to the best
of our knowledge, is O(N) [4], and it is unclear if
an algorithm with such high time complexity can
be implemented in real time at high speed.

In the third approach, a quasi-static schedul-
ing algorithm is adopted [13]. Part of the path
scheduling between inputs and outputs is prede-
termined (e.g., for the group of QoS-assured
traffic), so delay control at the input stage is sep-
arated from that at the output stage. The prede-
termined scheduling will be adjusted when there
is a big change in traffic statistics. However, the
deduction of bandwidth efficiency due to the
static nature of scheduling is unavoidable.

All the above approaches seek an absolute
delay bound for each flow. However, the delay
requirement in the network is usually expressed
in percentile. Let W be the delay of a cell. Then
the statistical delay requirement is expressed in
terms of a tail probability as follows:

Pr[W > D]<e,

where D is the acceptable delay (we call it a sta-
tistical delay bound), and e is the desired level in
percentile. For instance, e could be as small as
the cell loss rate (e.g., 1079). If ¢ = 0, D becomes
an absolute delay bound.

With a moderate speedup factor (e.g., 2-4),
less backlog is accumulated at inputs than at

outputs. Table 2 summarizes the statistical input
delay bounds comparable with the average delay
under purely output queuing, where the mini-
mum delay bound (MDB) is defined as
MDB(e)= min {D: Pr[W;, > D] < e}.

A DUAL ROUND-ROBIN ARBITRATION SCHEME

In the DRRM scheme we proposed previously
[6], each input port has N VOQs. DRRM is
adopted in the Saturn switch. An input arbiter at
each input selects a nonempty VOQ according
to the round-robin service discipline. After the
selection, each input port sends one request, if
any, to an output arbiter. An output arbiter at
each output receives up to N requests, chooses
one of them based on the round-robin service
discipline, and sends a grant to the winner input
port. Because of the two independent round-
robin arbiters, we call the arbitration scheme
dual round-robin (DRR) arbitration.

DRR arbitration has four steps in a cycle:

* Each input arbiter performs request selec-
tion.

* The input arbiters send requests to the out-
put arbiters.

* Each output arbiter performs grant arbitra-
tion.

* The output arbiters send grant signals to
input arbiters.

Figure 1 shows an example of the DRR arbitra-

tion algorithm. In a request phase, each input

chooses a VOQ and sends a request to an out-

put arbiter. Assume input 1 has cells destined

for both outputs 1 and 2. Since its round-robin

pointer, r, is pointing to 1, input arbiter 1 sends

a request to output 1 and updates its pointer to

2. Let us consider output 3 in the grant phase.

Since its round-robin pointer, g3, is pointing to 3,

output arbiter 3 grants input 3 and updates its

pointer to 4.

With iSLIP [7], each VOQ in the input buffer
can send a request to an output arbiter. In other
words, each input can send up to N requests to N
arbiters, one for each. After grant arbitration, an
input may receive multiple grants, and another
round of arbitration is needed to guarantee that
at most one cell is selected in each input port. A
cycle of iSLIP arbitration consists of five steps:

* Input ports send multiple requests to the
output arbiters.

* The output arbiters perform grant arbitra-
tion.

* The output arbiters send grants to input
arbiters.
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Figure 1. An example of the dual round-robin scheduling algorithm.

* The input arbiters perform another arbitra-
tion to solve the problem of possible multi-
ple grants.

* The input arbiters send accept signals to
output arbiters.

Similar to iSLIP, the DRR scheme also has
the desynchronization effect, and thus achieves
100 percent throughput under random and uni-
form traffic. The input arbiters granted in differ-
ent time slots have different pointer values, and
each requests a different output, resulting in
desynchronization. However, the DRR scheme
requires less time to do arbitration and is easier
to implement because less information exchange
is needed between input and output arbiters.

Consider the fully loaded situation in which
every VOQ always has cells. Figure 2 shows the
HOL cells chosen from each input port in differ-
ent time slots. In time slot 1, each input port
chooses a cell destined for output A. Among
those three cells, only one (the first in this exam-
ple) is granted and the other two have to wait at
HOL. The round-robin pointer of the first input
advances to point to output B in time slot 2, and
a cell destined for B is chosen and then granted
because of no contenders. The other two inputs
have their HOL cells unchanged, both destined
for output A. Only one of them (the one from
the second input) is granted; the other has to
wait until the third time slot. At that time, the
round-robin pointers among the three inputs
have been desynchronized and point to C, B,
and A, respectively. As a result, all three cells
chosen are granted.

Figure 3 shows the tail probability under
FIFO+RR (FIFO for input selection and RR
for round-robin arbitration), DRR, and iSLIP
arbitration schemes. The switch size is 256, and
the average burst length is 10. DRR’s and
iSLIP’s performances are comparable at speedup
of 2, while all three schemes have almost the
same performance as speedup ¢ > 3.

Note that, in [15], Logical Equivalence of

©

’

@ A A
3 2 1

Time slot

Indicates that the cell is granted in the time slot.

Figure 2. The desynchronization effect of DRRM under the fully loaded situ-

ation. Only HOL cells at each input are shown for illustration.

Parallel Iterative Matching (LE-PIM) was pro-
posed for the modeling of a PIM algorithm. LE-
PIM is similar to DRR in that at each iteration,
an input sends the request (if any) to an output
only. The difference between LE-PIM and DRR
is mainly in resolving contentions: the former
uses random selection, while the latter uses
round-robin selection.

SWITCH ARCHITECTURE WITH
TOKEN TUNNELING

Figure 4 shows the Saturn switch, consisting of
input port controllers (IPCs), output port con-
trollers (OPCs), and multiple switch planes.
Each IPC and OPC has buffers to temporarily
store cells. The former holds cells that lost con-
tention to other inputs. Because of internal
speedup, multiple cells can arrive, in each cell
time slot, at an IPC, but only one can depart to
the output link; a buffer is thus required. Each
switch plane is a crossbar structure, where N is
the switch size and n is the number of ports in
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destined to output port i. When more than one
bit of the MP are set to 1, the cell is multicast to
multiple output ports. Cells are first stored in the
VOQs at each IPC and transmitted to the switch
fabric when they are granted through the arbitra-

¢ =2 (FIFO+RR)|-
-<- ¢ = 3(FIFO+RR)
-0+ ¢ = 4(FIFO+RR)
—=— ¢ = 2(DRR)

-5- ¢ = 3(DRR) tion cycle. There are N + 1 VOQs, one for each
8- ¢ = 4DRR) output port and one for multicasting cells. The
o SZ gg:gt:gg 7 switch fabric operates at a higher rate than the
-0+ ¢ = A(iSLIP) 3 line rate to reduce HOL blocking and improve

delay/throughput performance, as shown earlier.

At the beginning of an arbitration cycle, the
MP is first loaded into the corresponding XPU
row by the IPC, and each XPU holds an MP bit
(i.e., the request bit). When there are more than
one MP bits in a column set to 1, it means there
are more than one cell contending for the same
output port. Only one of them can be served in
every arbitration cycle. The arbitration is done
by all XPUs in the same column in a distributed
and highly parallel fashion, thus achieving high
speed and scalability. Once winner cells are
determined, the XPCs acknowledge the winning
IPCs through the handshaking signals between
the XPCs and IPCs.

Tail probability

108

0 50 100 150 200 250 300 350

Input delay in terms of slots

m Figure 3. Comparison on tail probability of input delay under three arbitra-
tion schemes.

TOKEN RING ARBITRATION

each crosspoint chip (XPC). Implementation of
a crossbar switch fabric with a large number of
ports within a single chip would be an ideal solu-
tion in designing a high-capacity crossbar switch.
However, this is prevented by pin count and
power consumption limitations of each chip. By
using the bit-slice technique with multiple switch
planes (e.g., 4 bits in each plane), the switch
operation speed is reduced and can be imple-
mented with low-cost complementary metal
oxide semiconductor (CMOS) technology.

As shown in Fig. 4, a switch plane consists of
a matrix interconnection of XPCs. Each XPC
consists of a matrix interconnection of crosspoint
units (XPUs). The switch handles multicasting by
sending multicast patterns (MPs) and cells in
parallel to the switch fabric. The MP is a bit map
with each bit corresponding to each output port.
If a bit at the ith position is set to 1, the cell is

XPUs solve the contention among inputs in a dis-
tributed manner. Inputs are served in a round-
robin (RR) fashion, and each XPU column has its
RR pointer. Token-in (#) and token-out (f0) inter-
connections in an XPU column form a ring, as
shown in Fig. 5. The XPU pointed to by a col-
umn’s RR pointer generates a foken (shown by a
black circle) at the beginning of each arbitration
cycle and sends it down the ring. The XPU that
has an MP bit of 1 and is closest to the generated
token grabs the token, removes it from the ring,
resets its MP bit to 0, and becomes the contention
winner XPU of that arbitration cycle. The winner
XPU then routes a cell and generates the token in
the next arbitration cycle. The XPU that generates
the token can win the contention only if all other
MP bits in its column are 0 and its MP bit is 1.
The position of the RR pointer remains the same
if there are no requests in the arbitration cycle.

Figure 5 shows an example of passing a token in a
ring for arbitration. The XPU in row two is point-
ed by the RR pointer at the beginning of arbitra-
tion cycle i, and thus generates a foken. The XPU

XPC SP XPU

IPC Py in row three is transparent to the token since its

#1—»] 1 &= [T geTT1 | ¢0ed T oo 114 MP bit is 0. After passing through the XPU in row
N+ e - - - - three, the token is grabbed by the XPU in row

e : . : : four since its MP bit is 1. That XPU removes the

> 1" o= [] .o [] e [] .o [] token from the ring and resets its MP bit to 0. It
N} 1w then routes the winner cell in the next arbitration

3 o 5 o 5 cycle, achieving the parallelism of cell transmission
N : N : and arbitration. The XPU in the fourth row gener-

1IPC’ 0 0 0 0 ates the token at the beginning of arbitration cycle
NN+ 3 e I e I i (i + 1) since it won the contention in arbitration
N e e e e cycle i. The XPU in the fifth row grabs the token
1P G ' ' ' ' and becomes the new contention winner.
N e I I it o A typical arbitration cycle (i + 1) consists of

input arbitration, MP loading, output arbitra-
tion, and handshaking, as discussed earlier. The
input arbitration selects a cell to transmit among
the N + 1 VOQs. The MP loading takes n bit
times to load n MP bits to each XPC. The out-
put arbitration grants the winner cell among N
competing inputs. Handshaking is used to signal
the IPC whether it is granted so that its RR

OPC: Output port controller |C
XPU: Crosspoint unit
XPC: Crosspoint chip

SP:  Switching plane [6) 0 0 0
IPC: Input port controller P p eee |p P
g PE - Pel [e

#1 #n #N-n+1 #N

m Figure 4. Saturn switch architecture with multiple switch planes.
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Figure 5. An example of the token-ring arbitration.

pointer among the N + 1 VOQs can move to
the next one. It also tells the IPC to load a new
MP if all MP bits in the row are zero. Note that
arbitration cycle (i + 1) is overlapped with cell
transmission cycle i for which the cell wins the
contention in arbitration cycle i.

THE TOKEN TUNNELING METHOD

Here we propose a novel token tunneling mecha-
nism to speed up the arbitration process. As
shown in Fig. 6a, when all of the MP bits stored
in a column of XPUs in an XPC are 0, the whole
column in the XPU can be skipped by tunneling
the token from the input of the XPC to its out-
put directly. Arbitration time thus becomes pro-
portional to the number of ports of an XPC,
instead of the number of ports of the entire
switch fabric.

The worst case time complexity of the basic
token tunneling method is D; = 4n + 2(N/n - 2)
gates delay. This occurs when there is only one
MP bit with a value of 1 in an XPU column and it
is at the farthest position from the RR pointer.
For example, the MP bit is at the bottommost
XPU, while the RR pointer points to the topmost
one. As mentioned earlier, each XPU contributes
two gates delay for arbitration. The token ripples
through all the XPUs in the XPC where the token
is generated and all the XPUs in the XPC where
it is terminated, contributing the 4n gates delay.
There are a total N/n XPCs in each column, and
at most (N/n — 2) XPCs will be tunneled through,
contributing the 2(N/n — 2) gates delay.

By tunneling through smaller XPU groups of
size g and having a hierarchy of these groups as
shown in Fig. 6b, it is possible to further reduce
the worst case arbitration delay to D, = 4g + 5d
+ 2(N/n - 2) gates delay, where [d = log,(n/g) .
The hierarchical method basically decreases the
time spent in the XPC where the token is gener-
ated and in the XPC where the token is termi-
nated. For N = 256, n = 16, and g = 2, the basic

token tunneling method requires 92 gates delay,
whereas the hierarchical method requires only
51 gates delay.

TERABIT SWITCH DESIGN

For a 256 x 256 Saturn switch with the incoming
aggregated bandwidth of 5 Gb/s and internal
speedup of 2, the line bandwidth of the switch
fabric is 10 Gb/s. The total switch capacity is 5
Gb/s x 256, or 1.28 Tb/s. The cell length can be

The token
is tunneled
through all /
the XPUs /
sinceall /
MP bits III ti | 5
are Os. ; XPU
;0PI mp o

; E
! z > 5
; | XPU 3
. 0™ m Ep=
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\ | I <,
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& XPU
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2160| BulpuuN]

Figure 6. The token tunneling scheme.
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chosen to be 64 bytes to accommodate the small-
est IP packet size (40 bytes). The switch fabric
has four switch planes, as shown in Fig. 4. Assum-
ing each XPC accommodates 16 ports, a switch
plane has (256/16)2, or 256 XPCs. In other words,
the entire switch fabric with four switch planes
needs 1024 XPCs. Obviously, if more ports can
be accommodated in an XPC (e.g., 32), the total
number of XPCs in each plan is reduced to 64.
However, the XPC’s pin count is proportionally
increased, which may be prohibited due to high
packaging cost and power consumption.

By choosing the data bus of the XPC to be 4
bits wide (i.e., k = 4), the data bus of the switch
fabric is 4 x 4, or 16, bits wide. Thus, the opera-
tion speed of the data bus is 10 Gb/s/16, or 625
Mb/s, and the duration of each cell is 512 bits/16
or 32 bits with a bit time of 1.6 ns (1/625 Mb/s).
Let us assume the time spent for input and out-
put arbitration is identical since both are perform-
ing the same arbitration scheme with almost the
same number of input requests (N + 1 vs. N). It
takes 16-bit time to load a 256-bit MP, while it
only takes one bit time to send the handshaking
signals to the IPC. So there are about 15 bit
times, or 15 x 1.6 = 24 ns, to do two arbitrations,
or 12 ns for each arbitration. As discussed previ-
ously, it takes 92 gates delay for the basic token
tunneling scheme with N = 256 and n = 16. This
should be achievable using state-of-the-art 0.25
um CMOS technology with gate delay less than
100 ps and clocking at 625 Mb/s. The total signal
pin count excluding power pins of the XPC is 160.

CONCLUSIONS

In this article we study statistical delay bounds of
input-output buffered switches under distributed
arbitration control. We show that, with a sufficient-
ly large speedup factor, the probability that a cell
delay is unacceptably large can be arbitralely small.
For instance, a speedup of two is sufficient for ran-
dom traffic to have less than 10-8 probability of
waiting for more than 20 slots at inputs, while a
speedup of three is needed for bursty traffic with
burst length 10 to have a comparable probability of
waiting for more than 90 slots. Our simple dual
round-robin arbitration scheme can further
improve the performance of bursty traffic by reduc-
ing the destination correlation of head-of-line cells.
While a statistical delay bound is provided at
inputs for all sessions of cells, flexible weighted fair
queuing should be supported at outputs to achieve
different delay bounds for different sessions.

To meet the stringent arbitration time con-
straint of a terabit per second switch, we pro-
posed the token tunneling method which reduces
the arbitration time by a factor of the square
root of the switch size. With state-of-the-art 0.25
pm CMOS technology, the arbitration time can
be as small as 10 ns for a 256 x 256 Tb/s switch.
This scheme can easily be extended to handle
multiple-priority requests.

Finally, the Saturn switch uses a bit-sliced
crossbar fabric to switch packets at high speed
(e.g., 10 Gb/s at each input and output). It also
adopts a novel token tunneling technique to arbi-
trate contending packets at high speed (e.g., with-
in 10 ns), thus achieving a switch capacity of more
than 1 Tb/s by existing electronic technology.
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