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ABSTRACT

In this article, we analyze and compare differ-
ent data center environments in terms of the
maximal throughput they offer to end nodes. In
particular, we examine to which extent balancing
can increase the throughput guaranteed for an
arbitrary traffic pattern. We consider and com-
pare two-phase balancing algorithms which are
optimized assuming different underlying routing
algorithms. It will be shown that optimized load
balancing significantly improves the maximal
loss-free throughput. A suite of routing algo-
rithms is examined on three cost-effective data
center topologies: fat-tree, dragonfly, and flat-
tened butterfly.

INTRODUCTION

Data centers are becoming Internet brains with
thousands of servers and switches. They process
and exchange enormous amounts of data at high
speeds in a limited space. To go beyond the
speed of a single processing node, very fast and
efficient networking is required. In addition,
packet loss should be minimized in data centers,
since many applications are delay-sensitive, and
retransmitted packets would be too late for
them.

The goal of reaching maximal guaranteed
throughput is imperative for being competitive
on the market. In data center topologies, which
have many alternative paths, this goal can be
achieved through load balancing. Load balancing
eliminates adversial traffic patterns that could
lead to link overloads by evenly distributing the
traffic across network links. Load balancing can
be optimized for maximal guaranteed traffic
using linear programming [1, 2]. We present
analytical and experimental comparisons of the
selected routing algorithms, and their extensions
with optimized load balancing. It is shown that
the highest throughput in a loss-free network is
achieved by an optimized load balancing scheme
based on equal-cost multipath routing, which is
adapted to a plethora of equal-cost paths typical
for data center networks.

This article is organized as follows. The sec-
ond section briefly introduces data center topolo-
gies with emphasis on fat-tree, flattened
butterfly, and dragonfly topologies, which are

assumed in our analysis. The third section
describes routing algorithms which are analyzed.
The fourth section presents analytical results for
the maximal guaranteed traffic loads in data cen-
ter networks supported by different routing algo-
rithms, as well as simulation results. The article
is concluded in the fifth section.

DATA CENTER TOPOLOGIES

Many different topologies have been proposed
in the literature, and a few of them are used in
data centers. In practice, the topologies that
minimize cost are naturally preferred, and they
are typically based on cheap commodity switch-
es. The cost of enterprise switches is low due to
economy of scale; however, their hardware is not
particularly designed for data center networking.
For this reason, in some of the proposed topolo-
gies, servers play the role of routers in order to
provide flexibility while keeping the cost low.
However, servers cannot be as scalable as
routers, which are specialized equipment.

The typical topology of data center networks
used to be hierarchical, usually with three layers
of hierarchy. The switches at higher layers ought
to be large in such a topology, and they ulti-
mately become a bottleneck of data centers,
which need to host thousands of servers. In addi-
tion, cost per bit per second is significantly high-
er for higher-capacity switches. For these
reasons, data centers with regular topologies are
becoming popular, in which switches of the same
or similar sizes are used. The most prominent
regular topologies proposed for data center net-
working are fat-tree, dragonfly, flattened butter-
fly, BCube, and DCell [3-6]. Toroidal and
hypercube topologies are used in parallel com-
puting clusters, because they are very easy to
grow as nodes are connected to neighbors. On
the other side, torus and hypercube have been
shown to incur much higher cost for the same
throughput than the more advanced topologies
we consider: fat-tree, dragonfly, and flattened
butterfly [3, 5, 6].

It has been shown that advanced techniques
such as load balancing and adaptive routing can
significantly improve performance of data cen-
ters [5-7]. Cheap commodity switches commonly
used in data centers are inflexible and cannot
support these novel mechanisms. For this rea-
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son, in several papers it has been proposed that
servers should play the role of routers besides
running applications and generating traffic, as in
DCell or BCube architectures [4]. That is,
servers could implement arbitrary routing poli-
cies and improve network performance. Howev-
er, packet processing is a heavy burden for
general-purpose processors, and consequently,
using servers instead of specialized networking
equipment is less scalable.

In this article, we examine novel routing pro-
tocols in fat-tree, flattened butterfly, and drag-
onfly topologies because they are the most
scalable and cost effective.

FAT-TREE TOPOLOGY

Fat-tree or folded Clos topology has been recog-
nized as a good solution to replace hierarchical
data centers because of their better scalability
and lower cost [3, 7]. Clos networks were initial-
ly proposed for building high-capacity circuit
switches in telephone networks using smaller
switching elements. Later, it was recognized that
high-capacity packet switches can be built in the
same way. In Clos packet switches, there is no
time to find a path for every single packet
through the network; therefore, load balancing is
used for efficient switch utilization [8, 9]. Nowa-
days, folded Clos or fat-tree topology is used in
data centers as well.

In the most popular three-stage Clos net-
work, switches in each stage are connected to all
switches in the following stage. In folded Clos,
switches in the first and third stages of an initial
Clos network are merged into the edge switches,
which are connected to the top-level switches
belonging to the second stage of the initial Clos
network. In general, a (2k, n) fat-tree network
has n stages and k% top-level k x k switches.
Edge switches are built recursively; an edge
switch of the (2k, n) fat-tree network is actually
the (2k, n — 1) fat-tree network in which top-
level switches have additional ports toward the
top-level switches of the parent (2k, n) fat-tree
network. An example of a (2k, 3) fat-tree net-
work is given in Fig. 1. It can be observed in Fig.
1 that a fat-tree network provides many different
paths between any pair of servers.

FLATTENED BUTTERFLY TOPOLOGY

In [3], it was assumed that ports represent the
main part of the switch cost, and it was shown
that hierarchical networks become much more
costly than fat-tree networks as the number of
servers exceeds a couple of thousand. In [5, 6], it
is conversely argued that links, including their
ports, represent the main part of the switch cost.
For this reason, flattened butterfly topology is
proposed as it decreases the number of links in
the network compared to the fat-tree topology.
Flattened butterfly topology is derived from a
butterfly self-routing network in which subse-
quent segments of the packet address determine
the output port of the switch at each stage. In
general, a k-ary n-fly butterfly network compris-
es n stages with N/2 k x k switches in each stage.
Switches of the first stage are connected to
switches 0, N/k, 2N/k, ..., (k — 1) - N/k in the sec-
ond stage, switches in the ith stage are connect-
ed to switches 0, N/ki, 2Nk, ..., (k — 1) - N/ki in
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Figure 1. Fat-tree topology.

the next stage, and so on. Flattened butterfly
topology is obtained from a butterfly network by
merging switches with the same ordinal number
in all stages.

The flattened butterfly topology is shown in
Fig. 2, in which switches are identified by ordinal
numbers written in binary format. Each link is
denoted by the binary number in which symbol x
can be replaced by digits 0 or 1 to produce iden-
tifiers of the switches connected to that link. As
we can observe in Fig. 2, the flattened butterfly
topology has a smaller number of links com-
pared to the fat-tree topology, but it still offers a
large number of shortest paths between servers.

DRAGONFLY TOPOLOGY

Dragonfly topology was specially tailored to
decrease the cost of data centers [6]. It has been
observed that the cost of links in data centers
increase linearly with their length. Cost per unit
distance is lower for optical cables, while their
fixed cost is higher than that of electrical cables.
Optical cables are more cost effective for links
longer than 10 m. The motivation behind the
dragonfly topology is to decrease the data center
cost by reducing the number of global links with
lengths exceeding a specified threshold.

Dragonfly topology is presented in Fig. 3. All
switches are divided into groups with a switches
per group. In each switch, & ports are connected
to the switches in other groups, and the remain-
ing ports are connected to other switches of the
same group or to the servers. Switches of each
group are connected to the switches in all other
groups. Most commonly, each switch is connect-
ed to all other switches in the group, as shown in
Fig. 3. Alternatively, interconnection of the
switches in a group can be based on the flat-
tened butterfly topology.

Dragonfly topology is based on the assump-
tion that the cost of the switch hardware is negli-
gible, which is true in commodity switches with
small buffers and minimal packet processing
capabilities. However, performance of data cen-
ters could be improved with more advanced
switching and routing technologies, which would
obviously have a higher cost. In that case, the
assumption that global links represent the major
part of data center cost should be revisited.
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Figure 2. Flattened butterfly topology.

Also, dragonfly topology could provide savings if
the traffic is localized in nature, and applications
need to be aware of the network topology.

ROUTING PROTOCOLS

Routing protocols determine the paths that
packets take from their sources to their destina-
tions. Shortest path routing (SPR) algorithms
are the most commonly implemented in net-
works. However, they are being replaced in data
center networks by routing algorithms based on
load balancing, which more evenly utilize regular
topologies of data centers. Valiant balancing is
often considered, but it is defined in different
ways. According to the most common definition
of the Valiant balancing algorithm, a server
sends each packet with equal probability through
any router in the network.

The best, most even load balancing is
achieved when a path is determined for each
packet separately. In that case, packets of the
same flow could be reordered because they are
taking different paths, incurring different delays.
Alternatively, flows between some source-desti-
nation pair can be sent along different paths so
that the packets belonging to the same flow will
follow the same path. Such load balancing of
flows achieves significant improvements of net-
work utilization compared to shortest path rout-
ing. On the other hand, flow-based load
balancing is imperfect and unpredictable since
flows can have different sizes, which are hard to
anticipate at their starting times when they are
assigned to the balancing paths.

Hedera [10] and multipath TCP [11] are two
recent solutions for the problem of large flows
that disrupt even traffic distribution in the flow-
based balancing algorithms. Both algorithms
monitor flow sizes and react to the occurrence of
large flows. Since flow-based load balancing
requires additional complexity for monitoring
and assignment of the traffic flows, we consider
packet-based load balancing algorithms in this
article. Also, reordering of packets can easily be
resolved at the transport or application layer.

Adaptive routing has also been reconsidered
for data centers [5, 6]. In adaptive routing, the
paths that packets take depend on the traffic
load. Packets usually take a path based on the

buffer occupancy of the downstream switches
that are on the shortest paths toward the desti-
nation. Adaptive routing is risky because it caus-
es instabilities in the system. Also, their
interaction with reactive transport protocols such
as TCP would be very hard to predict.

In this article, we examine only oblivious
routing protocols that do not adapt to the traffic
load. We optimize load balancing for different
underlying routing algorithms: SPR, SPR with
minimal node degree (SPRm), and equal cost
multipath (ECMP).

SHORTEST PATH ROUTING

The most commonly used routing protocols in
wide area networks are shortest path routing
(SPR) protocols, such as Intermediate Server to
Intermediate Server (IS-IS), Open Shortest Path
First (OSPF), and Routing Information Protocol
(RIP). The Border Gateway Protocol (BGP)
also routes packets through different domains
along shortest paths, but it considers policies
introduced by domain operators as well. The
shortest path between two nodes is the one com-
prising links with the smallest sum of weights.
Link weights are typically proportional to the
transmission cost through the respective links.

Obviously, SPR protocols are the most effi-
cient since they utilize the network resources
with the lowest cost. However, the situation
might arise in which some links get congested
while others remain underutilized when SPR
protocols are used. SPR protocols are not well
suited for data centers, because they do not
make advantage of the path diversity provided
by the regular topologies of data centers. We
compare the performance of SPR protocols with
the performance of routing protocols based on
load balancing.

SHORTEST PATH ROUTING USING
MINIMAL NODE DEGREE

In the Dijkstra algorithm commonly used in SPR
algorithms [12], a parent of a new node is the
neighboring node with the minimal ID, which is
selected among the nodes on the tree with equal
costs of the paths to the root. In data center
topologies, which contain multiple equal-cost
paths, such candidate node selection is not likely
to utilize available paths to the fullest. This
would, in turn, create nodes with a large degree
in the tree, which would result in concentration
of traffic toward the tree root. If a node has
large degrees in multiple trees, it would be
clogged even for uniform traffic demand across
servers.

In order to reduce node degrees in Dijkstra
trees and provide alternative SPR paths for eval-
uation presented in this article, we propose the
SPRm algorithm. When a new node is added to
the Dijkstra tree in SPRm, its parent is selected
among the neighbors in the network that are on
the tree and connected to the root node through
the paths with minimal costs. Among these can-
didates, the neighboring node with the minimal
number of children is selected in our proposed
SPRm. If there are multiple such nodes, the one
with the minimal ID is selected.

SPRm maintains low complexity and high

34

IEEE Communications Magazine ¢ November 2013



execution speed, and improves the throughput
achieved by SPR in regular networks if there are
multiple equal cost routes between endpoints.

EQuAL COST MULTIPATH ROUTING ALGORITHM

Equal cost multipath routes the traffic along all
existing equal cost paths. Each router keeps a
routing table of all equal cost paths toward desti-
nations in a network and routes packets heading
to a given destination balanced across the appro-
priate links. Besides resilience against node and
link failures, ECMP provides more balanced
traffic distribution in the network, and higher
network throughput for typical traffic patterns.

The ECMP algorithm can be defined to bal-
ance either packets or flows. In the first case,
each router determines the next hop for a pack-
et based on its destination and the previous uti-
lization of the equal cost paths toward this
destination. In the second case, the path is deter-
mined in the same way for the first packet of a
flow, while the subsequent packets of the flow
follow the same path. The advantage of flow bal-
ancing is that the packets are delivered in order.
However, balancing is imperfect since different
flows have different sizes. For more even balanc-
ing, flow monitoring and assignment to the paths
must be implemented, which increases the rout-
ing complexity. For these reasons, we analyze
packet-based ECMP due to its simplicity and
better performance.

VALIANT BALANCED ROUTING

Valiant balanced routing (VBR) was proposed a
long time ago in the context of parallel process-
ing [13]. Valiant proposed to route each packet
entering the network through a randomly select-
ed intermediate node. In the particular network
under observation, a packet was sent to this
intermediate node along the shortest path, and
from the intermediate node to the final destina-
tion again along the shortest path.

In the literature, VBR balancing was defined
in different ways depending on the topology, and
particular definitions were chosen in an ad hoc
manner based on intuition [5, 7]. We adopt the
original definition of VBR in which each packet
is transferred through an intermediate node that
is selected randomly out of all nodes in the data
center network.

OPTIMIZED LOAD BALANCED
ROUTING ALGORITHMS

In our previous work [1, 2, 14], we proposed
load balanced shortest path routing (LB-SPR)
for wide area networks. LB-SPR is similar to
Valiant balancing, but it optimizes balancing
coefficients through different network nodes so
that the network throughput is maximized.

For each node in the network, a balancing
coefficient is defined as the portion of packets
that should be balanced through that node. In
Valiant balancing, all balancing coefficients are
equal. In the load balancing we are proposing
and analyzing, values of these coefficients are
optimized assuming a specific topology and the
weights assigned to the network nodes according
to their capacities. Balancing coefficients are
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Figure 3. Dragonfly topology.

optimized so that the network throughput is
maximized while the guaranteed node traffic
loads are proportional to their respective
weights.

Optimized load balancing can utilize various
underlying routing algorithms besides conven-
tional SPR. An underlying routing algorithm
determines the path of a packet from the source
node to the intermediate node, and from the
intermediate node to the destination node. In
this article, optimized load balancing assumes
SPR, SPRm, and ECMP as the underlying rout-
ing algorithms, described in the previous sec-
tions. We introduce two novel routing
algorithms: load balanced SPRm (LB-SPRm,
and load balanced equal cost routing (LB-
ECR).

Balancing coefficients k;, 0 <i < N -1 are
optimized using the linear program that mini-
mizes the maximal link utilization, Q, in the net-
work, and therefore maximizes the network
throughput. In the LP model, the sum of contri-
butions from each flow to the traffic of a partic-
ular link should be smaller than the maximal
link utilization in the network, Q. A loss-free
network is achieved if the maximal link utiliza-
tion is smaller than 1. In addition, the sum of
balancing coefficients, k;, in the model should be
equal to 1.

Due to the two-stage load balancing, link
loads only depend on balancing coefficients k;,
generated traffic loads s;, and terminated traffic
loads r; of all switches 0 <i < N -1 (s; and r; are
proportional to the node weights). The linear
program maximizes Q under the following con-
straints:

o<l
S B ks + k)
. (1,m) m " m m-i
Vi 7 <Q
N (1)

Factor F;,, in Eq. 1 represents the contribu-
tion of the node pair (i, m) to the link load,
where one of those nodes is the intermediate
node and the other is either the source or the
destination. The F factors are calculated accord-
ing to the underlying routing algorithm. In SPR
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|
The number of alter-
native paths with the
same cost in dragon-
fly topology is rela-
tively small. As a
result, the advantage
of ECMP with
respect to the SPR
routing, as well as
the advantage of
LB-ECR compared to
LB-SPR, are not as
pronounced as
in the flattened
butterfly network.

Routing Algorithm SPR LB-SPR SPRm LB-SPRm ECMP LB-ECR VBR
Fat-tree 5 125 25 125 125 125 89.285
Dragonfly 11.333 69.515 11.333 72.009 17 76.81 60.176
Flattened butterfly 5.33 40.58 4.571 43.63 29.538 64 64

Table 1. Maximal normalized network offered load with no losses.

and SPRm, a link can be used by the traffic
between a node pair or not, so F;,, € {0, 1}; in
ECMP, this traffic can be split in nodes along
the path; as only its portion might be transmitted
through the link in that case, F;,, could be less
than 1. Solution of the described linear model
provides values of Q and balancing coefficients.
The guaranteed traffic load for node i is calcu-
lated as s;/Q.

Optimized load balanced routing algorithms
(LB-SPR, LB-SPRm, LB-ECR) can be defined
to balance either flows or packets. In the first
case, the flow bit rates must be learned, and the
flows need to be assigned to the intermediate
nodes according to the balancing coefficients
assigned to these nodes. As mentioned before,
flow-based balancing delivers packets in order,
but spreads the traffic unevenly across the net-
work links. More even spreading can be achieved
at the expense of increased implementational
complexity. For these reasons, we analyze LB-
SPR, LB-SPRm, and LB-ECR based on packet-
by-packet balancing.

ANALYSIS AND
EXPERIMENTAL RESULTS

We calculate the maximum throughputs guaran-
teed in loss-free networks by the routing algo-
rithms introduced before: SPR, LB-SPR, SPRm,
LB-SPRm, ECMP, LB-ECR, and Valiant bal-
ancing. These algorithms are analyzed in fat-
tree, flattened butterfly and dragonfly data
center topologies. Then, we will simulate the
performance of the routing algorithms under the
consideration in lossy networks with the same
topologies. The parameters of the network
topologies are selected to have similar bisection
bandwidths.

In the analysis, (10,3) fat-tree topology is
used with 10-port switches and three levels, hav-
ing a bisection bandwidth of 62.5 Gb/s. Flattened
butterfly topology has a dimension d = 6, and
dragonfly topology has g = 17 groups and a = 4
switches in a group, with 2 = 4 connections from
each switch toward other groups. Consequently,
flattened butterfly and dragonfly topologies have
bisection bandwidths of 64 Gb/s and 68 Gb/s,
respectively. Analyzed network topologies com-
prise similar numbers of switches of similar sizes.
In particular, the fat-tree network under consid-
eration comprises 75 10-port switches and 125
servers, the flattened butterfly comprises 68 9-
port switches and 136 servers, while the dragon-
fly network comprises 64 8-port switches and 128
servers. Link capacities are 1 Gb/s.

Reference [15] presents a method for finding

a set of communicating node pairs that will
cause the worst case link utilization in a given
network for the specified routing algorithm. For
each link in the network, a bipartite graph is
generated with all communicating nodes in both
partitions. An edge between two nodes is
assigned a weight according to the traffic load
these two nodes contribute to the link. The
worst case traffic pattern for that link is found
using the maximum weight matching of the
graph.

The worst case traffic pattern for the network
includes the communicating pairs that cause the
maximal utilization of the most heavily loaded
link. Table 1 shows the maximal offered load
with no losses, normalized to the link capacity,
for the analyzed topologies and routing schemes
assuming the worst case traffic pattern.

We have also conducted an evaluation of the
discussed routing protocols using the ns-3 net-
work simulator. We have implemented a genera-
tor of network topologies, and performed
experiments using fat-tree, flattened butterfly,
and dragonfly topologies. The worst case traffic
patterns are assumed, which are calculated as in
[15].

Network throughput for constant bit rate
UDP traffic is depicted in Fig. 4. Figure 4 pre-
sents results for SPR, SPRm, LB-SPR, LB-
SPRm, ECMP, Valiant, and LB-ECR routing.
The graphs present the total network through-
put, which increases linearly with the offered
load when there is no packet loss or packet loss
is limited. As packet loss increases, throughput
rises more slowly, reaches saturation, and in
some cases even declines. Table 1 presents the
offered traffic loads for which the links get over-
loaded and packet losses begin.

From Fig. 4 and Table 1, one can observe that
balancing provides higher throughputs for the
worst case traffic patterns due to the more even
distribution of traffic across network links. LB-
ECR performs well in all topologies, and pro-
vides the highest guaranteed throughputs in
loss-free networks, as can be observed from
Table 1. LB-ECR achieves two times higher max-
imum throughput for the zero packet loss than
standard ECMP in the flattened butterfly net-
work and four times higher throughput in the
dragonfly network. In fat-tree networks, LB-ECR
and ECMP perform similarly. Figure 4 shows
that ECMP exhibits very good performance for
higher packet losses. However, applications in
data centers are typically delay-sensitive and do
not tolerate retransmissions, which is why packet
losses should be minimized.

For fat-tree topology, all balancing algorithms
perform well, and the highest throughputs are
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achieved. This is a consequence of the constant
bandwidth between levels and the fact that all
paths across any level have equal costs. Only
Valiant balancing is slightly worse because it
unnecessarily detours traffic through the topolo-
gy when a balancing node is not on the path of a
packet. We can also observe that SPRm signifi-
cantly outperforms the conventional SPR algo-
rithm while maintaining packets in order. On the
other side, fat-tree topology requires more
switches with a larger number of ports compared
to the other topologies.

In the butterfly topology, LB-ECR provides a
theoretical maximum for the guaranteed traffic
loads. In this case, balancing coefficients are
equal, and LB-ECR is equivalent to the Valiant
balancing.

The number of alternative paths with the
same cost in the dragonfly topology is relatively
small. As a result, the advantage of ECMP with
respect to the SPR routing, as well as the advan-
tage of LB-ECR compared to LB-SPR, are not
as pronounced as in the flattened butterfly net-
work. For the same reason, SPRm does not out-
perform SPR.

LB-SPR, LB-SPRm, and LB-ECR achieve
balanced distribution of traffic across links in
the network. As the network throughput
increases, most links become overloaded with
similar amounts of traffic, and packet drops
occur on all those links. With full queues, traf-
fic toward the intermediate nodes, and traffic
from the intermediate nodes toward the desti-
nations contest for the available bandwidth.
This results in a decline of the total throughput
in a lossy network, because the flows toward
the intermediate nodes increase with the
increase of the offered traffic, and they over-
take resources from the flows heading toward
their destinations.

CONCLUSION

We have calculated maximal guaranteed net-
work throughputs when promising routing
schemes are used in typical data center topolo-
gies, and confirmed theoretical results through
experimental measurements. It has been shown
that the optimization of load balancing improves
guaranteed throughput in a loss-free network. In
particular, the proposed LB-ECR algorithm
achieves the highest guaranteed throughputs in
loss-free networks. Loss-free networks are well
suited to data center applications, which are typ-
ically delay-sensitive and do not tolerate retrans-
missions. The underlying routing algorithm of
LB-ECR, ECMP, was shown to perform very
well in lossy networks compared to the other
algorithms.

In LB-ECR, LB-SPR, and LB-SPRm, we
optimize load-balancing coefficients using the
simple LP model ,which eliminates the flow list
or traffic matrix. The traffic matrix and flow list
are eliminated by routing every packet via a bal-
ancing router, thus excluding direct connection
of endpoints in the linear model. Our method
uses the traffic vector, containing the total input
and output traffic load of each node. This elimi-
nates the need for predicting complex behavior
of applications typical for data centers.
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Figure 4. Throughput: a) performance for the fat-tree topology; b) performance

for the flattened butterfly topology; c) performance for the dragonfly topology.
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It has been shown
that the optimization
of load balancing
improves guaranteed
throughput in a
loss-free network. In
particular, the
proposed LB-ECR
algorithm achieves
the highest guaran-
teed throughputs in
loss-free networks.
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